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IFSPA 2012

International Forum on Shipping, Ports and Airports

“Transport Logistics for Sustainable Growth at a New Level"

~ W97 230 May 2012 - Hong Kong, China

The "International Forum on Shipping, Ports and Airports" (IFSPA) is an annual international
conference jointly organized by the Department of Logistics and Maritime Studies and the C.Y. Tung
International Centre for Maritime Studies of The Hong Kong Polytechnic University. It aims to invite
international academies and practitioners to discuss and exchange views on issues related to global
maritime and aviation economics, policy and management. The event also serves as a good platform for
networking and promoting academic-industry collaboration. It has established itself into a large-scale,

globally reputed international conference.

The roots of IFSPA can be dated back to 2006, starting as a workshop to bring together researchers in
the fields of maritime and aviation studies with the objective to promote high-quality research papers.
The IFSPA had since evolved into one of the world's premier conferences in maritime, transport and
logistics research. It has provided an important platform for exchanging ideas among academics and
practitioners in the fields of aviation studies, maritime studies, port management, supply chain

management, and transport logistics.



Preface

The Fifth International Forum on Shipping, Ports and Airports (IFSPA 2012) was successfully held from 27 to 30
May 2012, in Hong Kong, China. IFSPA 2012 has received over 110 submissions and this proceedings
contains a collection of 55 papers presented at the Conference. The topics covered include shipping
economics, port strategy, airport management, logistics development in Asia, environmental issues in
logistics, port efficiency and competition, and maritime safety and security.

In the midst of growing environmental concerns, this conference theme, "Transport Logistics for Sustainable
Growth at a New Level", drives research agenda to develop innovative research and create added value to meet
the emerging needs for environmental-friendly transport logistics. Industry-wide initiatives are formulated to
enhance sustainable growth of society, making the industry as climate-friendly and resource-efficient as
possible.

Led by the C.Y. Tung International Centre for Maritime Studies of The Hong Kong Polytechnic University, IFSPA
is an annual international event devoted to maritime, aviation and logistics studies to discuss and
exchange views on contemporary issues facing the sectors, further advancing academia-industry cooperation.
Through participation from relevant international and regional organisations, the increased pool of
participants has enabled IFSPA to become an important event in the transport logistics sector. We are glad
that the event has secured massive support from local governmental agencies and institutions on its
coordination and implementation. Conference participants now include the world’s leading maritime and
aviation experts and professionals.

Hong Kong is an important and leading international logistics and transportation hub, with growing connections
to the Chinese mainland with a number of logistics centres and parks recently established to support the rapid
growth of manufacturing and services industries.

The Conference gratefully acknowledges the supports from the Hong Kong Marine Department, Hong Kong
Shipowners Association (HKSOA), the Chartered Institute of Logistics and Transport in Hong Kong (CILT-HK),
International Association of Maritime Economists (IAME), Orient Overseas Container Line (OOCL) and House of
Innovation, Logistics Research Centre and Shipping Research Centre of The Hong Kong Polytechnic University.

The IFSPA 2012 Organizing Committee greatly appreciates the invaluable contribution from the invited
speakers, paper authors and paper reviewers.

Finally, we thank members of the Organizing Committee and Conference Secretariat who had offered both
moral and technical support to the conference and this proceedings. In particular, we would like to thank Xinyu
Sun, Justin Wong and Violette Wong.

The Editors

Tsz Leung Yip
Xiaowen Fu
Adolf K.Y. Ng

Hong Kong, November 2012
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Abstract

The paper uses the queue theory to analyse the relationship between the number of flights and delay. The
nonlinear relation is concluded and demonstrated, which means that the delay time will increase dramatically
when inbound and outbound flights is near to the theoretical capacity of airport, and meanwhile the
distribution of delay is hard to determined. Finally, the paper verifies the relationship by simulation tool, real
situation and queue theory.

Keywords: Capacity, Delay, Airport, Queue theory

1. Introduction

With the rapid development of China air transportation, the delay time of flights at the large- and middle-hub
airports increases quickly. According to public data, the number of flight in China of 2000 is only 1.75 million,
the recent data has reached 4.84 million flights by 2009, the annual average increasing rate is almost 10.7%.

At the other hand, the delay of flight also increases rapidly. According to statistical data, the number of
delayed flight expands from 152183 in 2000 to 317411 in 2009, the average annual growth rate is 7.63%. The
delay time grows sharply, too. The total delay time of flights in 2009 is nearly 350 thousands hours, if all the
flights in 2009 are considered; the average delay time per flight is 11.9 minutes. If only the delayed flights are
considered, the average delay time per flight reaches to 65.4 minutes. The quality of customer service also
cannot improve under the situation, so the delay of flight has not only been concerned by airport, air traffic
controller and airlines, but also by the society and government.

A lot of reasons can cause the flight delay, but the basic principle is that the capacity provided by air traffic
management and airports is below the demand of air traffic. But the relation between the delay time and the
demand of flight is still unknown. With the rapid growth of fleet of china in the future, the passenger by air
transportation will keep a high annual growth rate 11% in the following 5 years according to prediction by
CAAC. But how about the delay will be is concerned with the high growth of passenger.

The paper will discuss the problem by using queue theory. Firstly, the structure will be proposed, then the
relation between the delay and the number of flight will be analyzed by comparing theory and practical delay
time, finally, TAAM simulation tool will be used to verify the result.



Figure 1: The Flights from 2000 to 2009 Statistical Data on Civil Aviation of China (2011)
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2. Structure Of Analysis
2.1 Analysing Tools for Airport Capacity And Delay

A lot of tools are developed to analyze relation between capacity and delay since 1960s (Odoni, 1997 and Hu,
2010).

2.1.1 LMI Runway Capacity Model

LMI is a common stochastic model to analyze the capacity of runway system. The idea comes from the
capacity and delay model proposed by David (1998). LMI model mainly uses 4 points in the capacity curve of
runway at the airport to calculate maximum capacity envelope curve by considering every possibility of
arriving and departing proportion.

The core character of LMI model is the stochastic process. For example, the flight speed, the occupation time
of runway and the communication time between air traffic controller and pilot are seen as the random
variables in the model. Another feature is the viewpoint of controller; the result is the capacity of real
operations at the runway under the 95% confidence level. The disadvantage of the method is that it can only
been applied for single runway airport.

2.1.2  FAA Airfield Capacity Model

FAA airfield capacity model is a method to calculate the capacity of runway which is usually called as
maximum airport capacity. The method can evaluate peak hour capacity from single to multiple runways on
the basis of different runway’s layout and operation pattern. There are many extensive tools based on FAA
airfield capacity model. The hybrid method can be used to estimate more complex runway and airport system.
On the whole, the method is a useful tool in the field of airport capacity and can calculate the sensibility of
different variables, such as the number of runway, aircraft mix, and ATC separation requirements.

213 TAAM

TAAM (Total Airspace & Airport Modeler) is a large scale detailed fast-time simulation package for
modeling entire air traffic systems. TAAM can be used to analyze the project feasibility, simulate most
function of air traffic management and produce real scene demonstration. The most fame is the precise
simulation of gate to gate.



TAAM also provides an interactive figure tool to demonstrate simulation result of airport by 2D or 3D. The
simulation can be terminated easily and the operation rules, such as conflict solving and resource distribution
can also be modified when simulation is under process. The package is a full function tool to analyze relation
between airport capacity and delay of flights.

2.2 Queue Theory

Queue theory is the science to analyze queue length, especially those under influence of random factors, such
as single server, multi-servers and network. In the field of airport capacity and delay, when there is a runway
at the airport, the flights ready to take off and land in can been seen as single server system. The structure of
the system can be described in Figure 2.

Figure 2: The Structure of Queue System

/" Flight
\_completed /
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There are 3 parts in the system: input process, queuing rule and server system. Input is used to describe the
flight’s pattern to landing in or take off. The airport system can be seen as a waiting system and the serving
rule here is presumed to be first come first serve. The randomness of system is reflected by the stochastic
ready flight.

2.2.1 Average Arrival Rate of Flight

From the viewpoint of scheduling theory, the arrival time of flight is uncertain, the flight may be influenced
by some other uncontrollable reasons, the arrival of flight is random. Here possion distribution is supposed to
describe the flight which satisfy the requirement, such as unfollow-up effect, the arrival is independent on
little time. The main parameter of passion distribution is the average arrival rate which is defined as A. The
method to calculate A is to analyze and estimate the real flight flow, such as flight timetable, for the inbound
flight, the object is landing-in time, for the outbound flight, the object is take-off time.

2.2.2  Number of Server

The server number in the paper is defined as the number of runway, because it is unusual that the apron is the
neck bottle of the system in most airports. The runway and taxiway is usually the core factor to slow the
system’s operation.

2.2.3 Average Service Rate

Because the randomness of flight, the service rate can been regarded as negative exponential distribution,
which is described by average service rate parameter pn. The methods to determine p consist of runway
capacity calculated by FAA airfield capacity model or TAAM software.

2.2.4  Output

From a queue system, the most concerned index of output is queue length which is the average flight number



in the whole queue, waiting length which is the average number of waiting flight ready to get service, waiting
time which is the average waiting time of flight, and dwell time of flight which is the average service time of
flight. The delay of flight is represented by waiting time.

Based on the character of single runway airport and flight operation, the whole airport can be modeled as:

v" one server because of one runway;

v the flight ready to land-in or take-off comes to the queue on the average arrival rate A as possion
distribution;

v when server is busy, the ready flight will be waiting in the sky;

v the time interval between consecutive two flights and the service time are both negative exponential
distribution and average service rate is p.

queue length ; _ _ 4 1)
S IL{ _ ﬂ“
waiting length , _ 4 (2)
7 7))
waiting time y - 4 3
7 (7))
dwell time 5 - 1 (4)
S /l _ ﬂ

3. Case Study

Airport D will be studied as a case to verify the queue theory and other simulation tools. The airport has one
runway and now links with 13 countries and 89 cities. In 2010, the number of passenger has reached 10
million and the number of flight is more than 100000. From volume of airport’s throughput, airport D is a
typical local hub airport in China. The structure of case study is described in Figure 3.

Figure 3: The Structure of Case Study
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3.1 Average Service Rate at Airport D

In order to calculate the gap between the theory and practice, the FAA method is used here:

n n 5
: AW+ By Ky, +G)] ©)
P (T; +S;) B

=1 j=1

C’(DA)=C,(DA) +C,(DA) = {5

Where

C*(DA) is the capacity of runway when arrival and departure of flight is combined;

Ca(DA) is the number of arrival flight;

Cp(DA) is the number of departure flight;

Tij+S;is the interval matrix of flight;

Pjjis the safe space between the sequential flights, the head is i and the following is j;

Kiimax is the maximal flights between the sequential flights;

G is the ratio of departure and arrival flight, when a departure flight is inserted after an arrival flight, G=1,
When two departure flights are inserted after an arrival flight, G=2, etc.

W is the ratio of arrival and departure flight, the similar definition as G.

According to formula (5) and practical parameter at airport D, the theoretical result shows that the capacity of
the airport is 30 flights, which means the airport can reach the maximal 30 flights of arrival and departure
flight in one hour, so here p=30 flights/hour.

3.2 Average Arrival Rate of Flight At Airport D

By analysing the history data at airport D, the average flight in one hour is between 22 and 24 in the busy
period, such as from July to October, and sometimes the flights in one hour can reach 30, but the number is
out of consideration in the paper because it is the extraordinary phenomenon. In fact, according to statistical
data, from July to August, the average flight more than 22.7 is over 50% at the peak time, so the average
arrival rate of flight here is 22.7 flights/hour, so here A=22.7.

3.3 Waiting Time in Theory

According to formula (3), the waiting time in theory

A 227
T u(u—2)  30x(30—22.7)

=6.2minutes -

Here the delay time is presented as the time interval between the real arrival or departure time and ticket time.
In the condition of busy day, normal weather and labour, the real delay time at airport D is 12 minutes on the
average by analysing the history data. From the experience from other busy airports, the delay at airport D is
not very serious, but it still has the aim to improvement: the delay time can promote from 12 to 6.2 minutes in
theory and the airport efficiency will promote nearly 1/2.

3.4 Dynamic Analyses

In fact, if the average service rate at airport is determined, the expected delay time will be calculated too by
formula (3), and the Figure 4 shows the result of example. The case demonstrates the relationship between the
delay time and average arrival rate is nonlinear. At the beginning of curve, the expected delay time increases
slowly, when the arrival rate is 24 flights per hour, the expected delay is 8 minutes; when arrival rate is 27
flights per hour, the expected delay is 18 minutes, which is still acceptable, but from this point, the following
delay time increase dynamically, so the conclusion can be drawn that the delay will be increase rapidly after
some limitation of arrival flights.



Figure 4: The Relationship between Expected Delay Time and Average Arrival Rate
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The simulation tool TAAM is used to simulate the situation under the condition of airport’s layout, safe
separation and flight procedure, the flights all the day is 326 flights in airport D, the peak hour is from 11:00
to 14:00. Table 1 demonstrates the result by simulation, real data and queue theory. Based on 326 flights per
day, the flight is increased by 10%, 20% and 25%, the result shows that the airport still has the necessity to
promote performance.

Table 1: Result of Simulation, Real Data and Queue Theory

Elights Elights Average delay time | Average delay time | Average delay time
all thge da or egk hour by TAAM by real data by queue theory
y PErp (minutes) (minutes) (minutes)

326 22.7 17.4 12 6.2
+10%(356 ) 26 18.2 13
+20%(386 ) 27.3 24.9 20.2
+25%(399) 27.6 33.7 23

3.5 Promotion Advice

From the analysis of the relationship between flights and delay time, the conclusion and suggestion are
proposed.

Firstly, the runway cannot be kept at the high level of utilization for long time; otherwise, the longtime delay
will occur frequently.

Secondly, when the runway is at the high utilization condition, the airport system will become unstable. Flight
delay time will change dramatically due to any minor unexpected factors, if some urgent situations happen,
the whole airport system will be in chaos.

Finally, if the runway’s capacity is near to saturation, the delay of flight will tend to more changeable, and this
will influences heavily on evaluation and measurement of airport and airline’s service.

4, Conclusion

The delay of flights at the hub airport in China increases quickly in recent decade, and the air transportation
service quality has caused some social criticism. Queue theory is used to analyse the relationship between



number of flights and delay time in the paper. The nonlinear of the relationship is supposed and demonstrated
by queue theory. In fact, the delay time will increase dramatically when flights are near to maximal capacity
of the airport. Then some suggestions are provided according to the result and conclusion. Finally, the
conclusion of the relation between the flights and delay is verified by simulation tool, real data and queue
theory.
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Abstract

The traditional method to evaluate the efficiency of airports in China is usually the volume of transportation
and some productivity ratios, which are more concerned about exterior performance without considering the
internal operation or management issue. In order to overcome the weakness, data envelopment analysis is used
to evaluate the efficiency of some large airports in China, the input data consists of the index of local
population, economy, the construction and configuration of airports. The output is the quantity of
transportation. The result of the method can be used to evaluate the overall performance of airports to
complement the traditional methods.

Keywords: Data envelopment analysis, Airport efficiency

1. Introduction

In China, air transportation is developing dramatically and the country has been the second air passenger and
cargo freight country just behind USA on the basis of traffic volume since 2010. In the system of air
transportation, the airport is a very important part because all other components including airplanes,
passengers all reach and depart from it, so the evaluation of airport has begun to be accepted as an important
issue in aviation industry recently. In China, most airports are enterprises owned by either local government or
state company, so the concern of investment and funding’s efficiency is urgent. The traditional method to
evaluate the airport is the quantity of passenger and cargo, which is easy to calculate but will cover some
problems, especially internal performance. For example, the number of passenger at a small airport maybe
less than some airports, but its management efficiency still has the possibility and chance to exceed those big
airports.

The paper will use Data Envelopment Analysis (DEA) method to evaluate the airports. The reason is
described as: the data is easy to get and all the airports can be ranked by a common pattern of weight no
matter which one’s huge or small volume; the method proves to be robust and suitable to compare efficiency
and performance of system hard to describe and calculate itself mathematically.

There are a lot of applications of the evaluation of airports by DEA. Juan and Concepcio (2001) apply DEA to
analyse the technical efficiency and performance of each individual Spanish airport and discuss the result of
privatization policy. The capacity of 35 Brazilian domestic airports are analysed by DEA method to determine
which of them are efficient in terms of the number of passenger processed. The method is used to reflect



which of airport used airport resources efficiently (Elto and Pacheco, 2002). Yuichiro and Hiroyoshi (2004)
employ DEA and endogenous-weight TFP to evaluate the efficiency of regional airports in mainland Japan
and reply the criticism of inefficient public investment. Sergio and Tomas (2010) finished the evolution of
productive efficiency in the Latin America Region based on a unique dataset by DEA. Many factors are
considered in the paper, such as institutional variables, the socioeconomic environment and airport
characteristics. The EDA’s advantage is shown to be appropriate to the evaluation of airport. Wang et al. (2011)
also use DEA to analyse the data of year 2009 and rank the technical efficiency and performance of big 20
airports in China, but there are no economic indicators to be considered, the paper will improve the structure
of input data in 2010 and then compare the efficiency between two years.

2. DEA Model
DEA is proposed by Charnes and Cooper (1978) firstly which is a systemic evaluation method based on the
concept of relative efficiency. The most important aim is to draw conclusion to evaluate the efficiency and

performance of the organization according to similar input and output data.

The common method of DEA is C’R model which is also supposed here (Wang, 2011). There are n DMU;
(i=1, 2,..., n), and the input and output data are
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The meaning is that: some u and v can been selected to make hi<1, for DMU;, the large h;, shows DMUj, can
generate more output when less input is provided.

The advantage of DEA model includes: the dimensionality is not the problem when every unit use the same
index; no weight need to be pre-determined, so the result is more objective. The disadvantage of DEA is that
the result is only relative efficiency, and still cannot replace the traditional ratio method.

3. Data and Results

It’s very important to choose the data in DEA method, there are two types of data: input and output. The input
data is the basic input to the system which must be the same definition to all the units. The output data is the
production or service from decision making unit. Here, the data about the airports are provided.

3.1. Input Data

In the paper, input data composed of the number of the runway which is the most essential infrastructure, the



local population which can provide the source of passenger, the GDP which can determine the demand of local
air transportation, GDP per capita which has the same meaning of GDP, and passengers’ average purchasing
ability. These data are the accessible resources to produce the output.

Table 1: Input Data of Airportin 2010

Airports Number of Population GDP GDP per capita
runway (10 thousand) | (1000 RMB) (RMB)
Beijing 3 1245.83 121530000 70452
Guangzhou 2 651.59 91382135 89082
Shanghai Pudong* 3 1400.7 150464500 78989
Shanghai Honggiao* 2 1400.7 150464500 78989
Shenzhen 1 245.96 82013176 92772
Chengdu 2 1139.63 45026032 35215
Kunming 1 533.99 18086467 25826
Xi’an 1 781.67 27240800 32411
Hangzhou 1 683.38 50875530 63333
Chongging 2 3275.61 65300100 22920
Xiamen 1 177 17372349 68938
Changsha 1 651.59 37447641 56620
Nanjing 1 629.77 42302608 67455
Wuhan 1 835.55 46208600 51144
Qingdao 1 762.92 48538672 57251
Dalian 1 584.8 43495050 70781
Sanya 1 55.71 1733198 35750
Wulumugi 1 241.19 10945200 38496
Haikou 1 158.24 4895519 26366
Zhengzhou 1 731.47 33085053 44231

Source: Urban Statistical Yearbook of China (2011)

*Shanghai has two top 20 airports in China, the data of local population and economy data is hard to be divided
into precise and corresponding airport’s proportion, so two airports will be combined as one virtual airport in
the result of calculation: Shanghai airport.

3.2. Output Data

Output data are used to reflect the performance and easy to get commonly and coincidently. The output here is
comprised of number of passengers, tons of cargo and all traffic movement. The number of passenger is
counted when a passenger arrives or departs by commercial flight, including the transit passenger, the tons of
cargo is the quantity of goods transported via the airport. All traffic movement is the sum of passenger and
cargo flights.

Table 2: Output Data of Airport in 2010

Airports Passenger Cargo Movement
Beijing 73948114 1551472 517585
Guangzhou 40975673 1144456 329214
Shanghai Pudong 40578621 3228081 332126
Shanghai Honggiao 31298812 480438 218985
Shenzhen 26713610 809125 216897
Chengdu 25805815 432153 205537
Kunming 20192243 273651 181466
Xi’an 18010405 158054 164430
Hangzhou 17068585 283427 146289
Chongging 15802334 195687 145705
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Xiamen 13206217 245644 116659
Changsha 12621333 108635 115635
Nanjing 12530515 234359 116087
Wuhan 11646789 110191 112521
Qingdao 11101176 163749 103975
Dalian 10703640 140554 91628
Sanya 9293959 45256 70575
Wulumugi 9148329 95124 86491
Haikou 8773771 91667 73824
Zhengzhou 8707873 85798 84180

Source: Statistical Data on Civil Aviation of China (2011)

3.3. Result

Calculate the data of 20 top airports in china in 2010 by C?R model, the result is shown in Figure 1. According
to the score, 8 airports are ranked as the first group because the score is between 0.9 and 1: Beijing, Shanghai,
Shenzhen, Kunming, Xiamen, Sanya, Guangzhou and Haikou; 7 airports are ranked as the second group
because the score is between 0.6 and 0.9: Xi’an, Chongqing, Chengdu, Wulumuqi, Hangzhou, Changsha and
Nanjing; 4 airports are ranked as the third group because the score is less than 0.6: Wuhan, Qingdao, Dalian,
Zhengzhou.

In the first group, the rank of Beijing ,Shanghai, Guangzhou and Shenzhen’s score is consist with the GDP,
but the Kuming, Xiamen, Sanya, and Haikou’s GDP is not very powerful, and the most possibility is that these
cities are the most popular travelling destination, so the prosperous passenger transportation does not have
much relationship with local economy. Especially the Sanya and Haikou which are both in the same southern
island of China have the same situation, the conclusion is more convincing.

In the second group, the rank of these cities is more correlative to the local population and GDP, the exception
is Chongging and Wulumugi. Chongging has the most population and top 5 GDP, but the efficiency does not
match, Wulumugqi is the opposite, the rank of airport’s efficiency is ahead of local population and GDP.

The cities in third group is similar to the rank by passenger transportation, the reason is that the region
influenced by these cities’ economy is not obvious than other cities.

Figure 1: The Rank of Airports in 2010
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Table 3 shows the results of data in 2010 and 2009 by Wang et al. (2011). Because the result of data in 2009
doesn’t consider the local economy data, the column of “rank without 2010 economy data” is the new result
by this paper’s method without economy data. Because DEA calculates the relative efficiency, the rank in the
same group is meanful.

By comparing three groups of result, Shenzhen and Sanya have the best efficiency though different year and
method. Beijing, Shanghai and Guangzhou have a little difference between 2009 and 2010, Kunming.
Xiamen, Haikou and Chongqing is ranked ahead by DEA with economy data, which means that these cities’
local economy has more influence than other input data. Changsha, Nanjing and Wuhan’s economy don’t
contribute more to local airport.

Table 3: Result of Rank by DEA Comparing 2010 with 2009

Airports Rank with 2010 Rank without 2010 Rank without 2009 economy data
economy data economy data (Wang, etc 2011)

Beijing 1 3 4
Shanghai* 1 4 1
Shenzhen 1 1 1
Kunming 1 5 5
Xiamen 1 8 8
Sanya 1 1 1
Guangzhou 7 6 6
Haikou 8 13 13
Xi’an 9 7 7
Chongging 10 19 19
Chengdu 11 14 15
Wulumugi 12 17 *
Hangzhou 13 9 9
Changsha 14 11 11
Nanjing 15 10 12
Wuhan 16 12 10
Qingdao 17 15 14
Dalian 18 16 16
Zhengzhou 19 18 17

* Wulumugi is not in the list of top 20 airports in 2009
4. Conclusion

Compared with traditional method including the volume of transportation and productivity ratio, DEA method
considers more relative efficiency. The paper supposes DEA method to analyze the internal efficiency of top
20 airports in China by calculating the data in 2010. Input data composed of the number of the runway, the
local population, the GDP, GDP per capita. The output here is comprised of number of passengers, tons of
cargo and all traffic movement. After calculation, the paper discusses the results by different data in 2009 and
2010. The result shows that Shenzhen and Sanya both have the best rank in 2009 and 2010 even though
without the economy data. In the future, the relation between local economy and the score of efficiency should
be analyzed deeply.
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Abstract

Charges are used as instruments to anticipate any change in traffics and other economic variables.
Accordingly, charges needs to be analyzed and predicted for anticipating future needs of airport operational
and investment. Generally, an airport planner or management concern about the charges rates movement in
the past. Base on empirical data of airport service charges, it had seen irregular or unclear charges movement
pattern. This pattern is influenced by variable parameter of charges. As the cost-based concept, cost is a
critical rule in making the value of charges for airport user. Other variables that are concerned in making
charging design are level of facility utilization and quality of services. Both variables have correlation with
congestion issue and user satisfaction in the airport. This paper explore airport pricing base on these variables
and analyze their relationships by making structure causality. By using Bayesian Network (BN) method, a
graphical model for probabilistic relationships, we can more change to examine uncertainty issues based on
causality matters. As the output, we propose a BN graphic structure that provide conditional probability of
charges variables.

Keywords: Airport Charges, Cost-based, Congestion and Level of Service

1. Introduction

Charges certainty is an major issue in the airport pricing strategy. As an influential factor of airport
performance, charges is used as an instrument to anticipate any changes in traffic demand and cost. In an
order to develop pricing strategy, an airport analyst needs to make charges prediction refer to historical data.

Based on empirical data of airport charges rate movement, such as passenger service charges and landing
charges, we can find that the charges movement had an unclear pattern. In fact, this pattern was influenced by
the volatility of variable parameters. As result, it is not easy to analyze and make an operational and
investment planning

There are many researches that examine the airport charges and their parameter variables, such as Zhang and
Zhang (1997), Clayton (1997), Carlsson (2003), and Ivaldi et al. (2011). Zhang and Zhang (1997) examined
the effect of the aeronautical operational and concession factors to the pricing. Then Clayton (1997) designed
a pricing system by including aspect of airline involvement. Next Carlsson (2003) developed an optimal
pricing model by involving aspect of external marginal cost, i.e. environmental charges. Other, Ivaldi et al.
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(2011) studied airport pricing by involving factor interaction between airlines and passengers. There are also
many studies related to airport pricing optimization by using sensitivity analysis approach. However, it is seen
that there are not many airport pricing studies by reviewing and examining of the charges characteristics. The
uncertainty is strongly influenced by space and time, so the study needs to be more comprehensive, by
conducting some assessments of problems in the past. By knowing more deeply about the variables that
influence airport pricing, it will be increased conviction in analyzing the problem. For an airport planner, it
will give benefit, especially for making decisions related to pricing policy strategy.

There are some approaches or methods to analyze uncertainty issues. One of the approaches that have been
widely used to examine causal relationships between variables is Bayesian Network (BN) method. BN has
power in conducting variable learning by using historical data as quantitative information and involving
qualitative information derived from the analysis of belief. Therefore, BN is an effective analytical tool to
assess the relationship between the variables in the model. BN model is built by developing relationships
among variables graphically and followed by determining the conditional probability distributions based on
the graphic that was created (Demirer et al. (2006)). In the process of building a BN model, the development
stage of the model structure is a critical part. This section is part of qualitative analysis, which includes the
identification of variables and determine how the functional relationship (Kja rulff and Madsen, 2008).

The paper objective is to analyze characteristic of airport charges by learning their variable relationships. The
basic philosophy of airport pricing is the cost-based concept, that the charges are determined based on the
costs needed for the provision of service to users. Therefore, the characteristic of airport charges can be
discovered by making analysis of the influence of each variables. Paper discussion divided into four sections.
First, it begins by examining airport pricing regulation and policy. It recognize factors that significantly
influence tariff structures. Second, it explores some issues in tariff structure. This section is a part discussion
about identifying important variables that influences airport charges. Third, it analyzes structure relationships
of variable charges using BN. This section give details how the process of making the graph structure of BN,
which presented the causal relationship of each variables In the last part of this section, we propose an
example BN graphic structure that provide conditional probability of charges variables. Last, the result of
investigation and some remarks are presented in conclusion section.

2. Airport Pricing Regulation and Policy

Regulations or rules of airport pricing is aimed to protect the airport operator and service users (airlines and
passengers) from unfair price. An airport is a form of natural monopoly, so the cost for terminal and landing
services need to be controlled (Gillen et al., 2001). On the other hand, non-aeronautical service charges do not
require the rules or regulations. As described by Trethway (2001), the case in many countries, only the
revenue service flight activity imposed pricing regulations, while the commercial services that have high
levels of market competition does not require the pricing regulations. Basically, pricing regulation is used as
guide for price design and adjustment mechanism. Several studies have been conducted to assess the airport
pricing mechanism, such as Forsyth (2003), Basso (2008) and Currier (2008). They make researches to
examine the pricing mechanism by making comparison. Forsyth (2003) examines the implications of the two
forms of regulatory mechanisms governing the charges at the airport, i.e. the cost-plus and the price-cap. Each
of these mechanisms was tested advantages and disadvantages, especially in terms of minimizing cost and
maximizing profit. He found that price-cap mechanism has advantages compared with the cost-plus. The
price-cap mechanism will provide incentives for tariff policy during rush hour, so it will be able to increase
airport revenues. While, Basso (2008) examine how the policy of airlines can effect airport pricing. He linked
the regulation of charges and airport capacity. Studies made on the model of vertical relationships between
airports and airlines. The airport which didn’t regulate pricing will result in higher charges at the busy airport,
however, the high charges may reduce the delay at the airport operation. Then, Currier (2008) conducted a
study as well as carried out by Forsyth (2003) that examine the pricing regulation. He investigated the price-
cap scheme which explored the potential pareto improvement on a single-till and dual-till. Similarly, Czerny
(2006) examine price-cap that is associated with a policy of single-till and dual-till. He tested the implications
for welfare, as well as compared to Ramsey charges. According to the results of the study, the single-till is
more dominant than the dual-till. There are still other interesting studies that investigate pricing regulation
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issues. Accordingly, it can be summarized that the airport pricing is an important topic to be discussed
considering the matter necessarily determine the policy and tariff structure.

Pricing mechanism that set out in regulations is used by the airport management to establish airport pricing
policy. Pricing policies will affect the amount of charges levied from the service users at the airport. Until
now, there is no standard form in setting pricing policies airport. It can be proved that there are various forms
of airport pricing policy, as applied to airports in several countries. Pricing policy is generally influenced by
traffic and also the form of ownership. Determination of airport charge on its implementation is often different
from the principle of economy in general, due to a variety of problems. Therefore, it needs an adjustment
according to the existing characteristics (Button and Stough, 2000). In determining the airport pricing policy,
we need a study of cost behavior. International Civil Aviation Organization (ICAO) has issued policy
guidelines related to pricing at the airport, as in document ICAQO's Policies on Charges for Airports and Air
Navigation Services (Doc 9082/7). The document explains that the amount of airport charges is determined by
the cost, or known as cost-based charging. The process for setting charges shall be in accordance with the
accounting and costing principle. Based on economic theory, there are two cost types, that is short-run cost
and long-run cost. As explained by Doganis (1992), Button and Stough (2000), both of cost types is very
influenced by traffic and capacity factors. In assessment of cost factor, it consider short-run marginal cost
(SRMC) and long-run marginal cost (LRMC), which have different analysis focus. SRMC is emphasized at
how cost factor is influenced by operating cost of available capacities. In the other hand, LRMC is more
emphasized at influence of long term investment (capital). Further discussion concerning type of cost is
offered at next section.

Issues in the determination of airport charges policy, arises because of capacity constraints. Variability of
traffic that occurs can result in a lower or exceeds use of its existing facilities capacity. Many things need to
be considers before making a decision to increase the facilities, in case facility usage exceeds existing
capacity. It is because the value of the investment required to develop the airport is huge while the future
demand of traffic is still remain uncertain. Uncertainty of traffic demand is influenced by many factors, such
as changing of global economic and growth of technology. Managing of traffic growth issue can be done by
arranged capacities slot allocation, or by pricing techniques (Button and Stough, 2000). There are some
studies that examine capacity limitation issue related to pricing policy. Yuen and Zhang (2007) studied airport
congestion issue through pricing approach, where the considered factor is passenger time cost. In studying
airport congestion problem use pricing approach as well as arrangement of slot allocation or capacity
management, as in research done by Brueckner (2009) and Basso and Zhang (2010).

Considering the number of problems that must be addressed, an airport pricing analyst needs to assess some
matters, such as the ownership of assets, operational funding, potential traffic and other eksternal matters.
However, this paper is only focus on factors that are believed significantly influence in airport charges. They
are cost, traffic, capacity, service quality and economic factor. The next section conducted a more in-depth
discussion, in order to choose variables that is justified as main variables.

3. Airport Charges Variable

In the previous section, we recognize how the pricing regulatory and policy can affect the airport charges, and
the main element that performs airport charge is variable cost. The following discussion examines these issues
in more detailed. First, it considers the pricing issue based on the infrastructure pricing concept. Then, we
discuss airport pricing based on economic theory. The end of this section present resume and chose main
variables, believed that can affect airport charges significantly.

According to ADB (2008), there are two issues in term of pricing in infrastructures, i.e. the design of tariff and
the tariff adjustment. The tariff design issues related to how value of tariff are determined, therefore the cost-
recovery can be realized. There are five matters influence tariff balance, i.e. service standard, user’s
willingness and ability to pay, cost recovery, economic requirement, and subsidy availability from
government. In order to get optimal value, these factors include in tariff design using iterative process. To
produce optimal tariff level practically is difficult because there are some parties which keep their arguments
upon their perception and interest. Variable charges and how its interactive process can be seen in the figure 1.
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The second issues in the pricing is tariff adjustment. Tariff adjustment is needed because there are economy
parameter changes. Practically, the balancing process looked complex although actually mechanism has been
regulated. Tariff adjustment mechanism often couldn’t be working well because some factors such as political
risk and bureaucracy problem. As result, pricing uncertainty can arise, as a level of tariff adjustment
uncertainty and timing of tariff adjustment uncertainty. Uncertainty of tariff level occurs because there is a
tariff deviation between the real tariff and the expected tariff. While uncertainty of timing of price adjustment
occurs as a delay of new tariff applied. Both uncertainties can make threat or risk.

Figure 1: Tariff Design Process
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As a principal element of airport pricing, cost composition also strongly influences the charges. The key
aspect that determine the size and characteristic of cost is the economic scale of the airport operation.
According to Doganis (1992), cost per unit will decline with increasing traffic demand. Furthermore, costs are
relatively fixed if the traffic demand is about three million or more. Besides, it also explained that the cost will
be increase when the use of facility (utilization) is under the existing capacity, or when there is development
of facility in order to increase its capacity. The scale economic issue should be concerned in pricing strategy,
so an analyst of airport planning should be explore the investment timing issues associated with costs. Refer to
Doganis (1992) and Button and Stough (2000), the following explanation describes divergence between short-
run cost and long-run. Short-run cost is the cost based on the use of existing capacity. The level of cost will
decline by increasing traffic, and reach the lowest level when the level of utilization up to 100% of capacity.
But the level of cost will again increased when the using factor exceeds the existing capacity (overcapacity).
While the long-run cost is the level of cost associated with adding capacity, where the higher traffic will
reduce the cost until cost relatively fixed. Thus, the scale of economic factor greatly influences the level of
charges at airport.

In the previous section, we have identified variables that affect the airport charges or cost. With the additional
information obtained from the expert knowledge or other literature studies, these variables can be explored in
more detail. The traffic can be said as the main factor that can affect the cost. Low or high traffic can
contribute to a change in variable cost. When traffic become low, it makes problems for airport managements
to cover the costs incurred (cost-recovery). Changing the existing conditions at the airport due to traffic
change, is not easy. The number of employees, maintenance costs, costs of lighting and other costs, is not easy
to directly reduced. On the other hand, the high traffic caused exceeds existing capacity also make problem for
the airport. It needs more counters and employees to solve problems the long queues that occur at the
terminal. So, traffic can be indicated as influential variables.

A factor which is directly influenced by the variation of traffic is called capacity. This factor is one important
aspect need to be considered in formulating airport policy, particularly associated with problems of
congestion. Generally, the indicators used to determine the value of this variable is the level of utilization. The
higher the value of the indicator showed an increase in the use of facilities. Utilization level should always be
monitored its value, because it is one of the main indicators for decision-making in the airport management.
This variable was already widely explored in several studies which states that it have directly affects the value
of cost.
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The service quality is also a variable that have corelation with other variables. Assessment of service quality
can be done from two ways, that are the level of operational standard and the user satisfactions. The level of
operational standard is the standard rules that regulate the minimum or maximum standards to be met. There
are several aspects to be considered, such as issues related to security, safety and service. Then, user
satisfaction is valuation of service level from the user side, where more consider about how the airport can
provide satisfaction to users. These factors are important because they are associated with user’s willingness
to pay. Many indicators of user satisfaction can be used to assess the existing service standards, such as
service time indicator. Repeated flight delays or a long queue of passengers at the terminal may reduce the
level of user satisfaction. As result, this factor could be included as a major factor affecting the cost.

Next, the economic variables such as inflation, interest rates and currency exchange rate have certainly affect
cost change. As explained before, the economic factor is one of the key indicators in driving the price
adjustment. We do not discuss further this factor because it has a lot of theories and formulas that describe the
relationship between economic factors and price.

Based on the discussion, it can be concluded that there are two variables are indicated as the main factors that
can conduct to changes in price equilibrium, i.e. the change of traffic demand and the variability of economic
factors. With the existence of these factors, there are two variables that is used as reference in determining
price adjustment, i.e. the level of the facility utilization and the level of service quality. The next section, the
variable relationships are determined by designing a causality model using the BN method.

4, Structure Relationships of Variable Charges

In this section, we develop a model to examine the relationship among variables that affect airport charges.
Methods of analysis which is used to examine variable relationships is the concept of Bayesian Network (BN).
BN is an analysis method that combines graphical and probabilistic theory. The principle used in the BN
method come from the principles of Bayesian inference (BI), which provides a systematic framework to be
able to infer the model that is built based on observational data (Hofman, 2009). BN method is used to build a
graphic structure that can present knowledge about the uncertainty problem. Graphic element, which are used
to explain a phenomenon, is a node and edge, where node present random variable and edge present
probabilistic dependencies between random variables. The relationship between the variable describe the
child-parent or depend-influence relationships.

Building the structure model in the BN analysis is an important part, because it will make significant affect to
the conclusions of analysis. There are two ways that can be taken to build the model structure, i.e. using expert
knowledge and using historical data (Gemela, 2001). In this paper, the model structure will be constructed
using by first option approach. The underlying matter is the number of variables and characteristics of the
problem. In beginning, we need to identify variables in the model. Identification of variable models was done
by variable grouping, based on the variable type. To indicate variable type, we use the classification of
variables that is explained by Kjarulff and Madsen (2008). First, the background information variable is a
background variable that influence or cause problems. Next, problem variable is a variable that will be
determined the posterior probability base on variable information. Then symptom information variable is a
variable that is a result or consequence of the problems.

Based on the discussion in the previous section, there are five variables that influence airport charges, i.e. cost,
traffic demand, economic factors, facility utilization and service quality. To identify the type of variable, it
will be seen how the position of the variable, whether as the only variable causes another variable, or as a
variable is only affected by other variable, or as a variable that can be affected by other variable and cause
other variable. Cost is the main variable in the model which reflects the value of charges (cost-based). High
and low cost is strongly influenced by other variables, i.e. economic factor, facility utilization and service
quality. Economic factor is the driving factor for the cost, especially from the financial aspect. For example,
inflation is an important component that drives the increased cost. Similarly, facility utilization can also affect
the cost. A low utilization or an excess capacity may affect the level of cost. At a case where over-utilization
is occurred, it is required to perform additional resources to support operational activities. Then, service
quality, as user perception toward the airport operating conditions, can also affect the changing of costs. For
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instance, there is a claim for additional facilities to support the operational service, for both locations on the
airside and in the terminal. Therefore, cost can be grouped into variable information symptom. Next, traffic
demand is essential element which influences the performance of the airport, particularly to the facility
utilization. The variation of traffic will significantly impact on the calculation performance of existing
facilities. On the other hand, traffic is the main variable in the model. Therefore, traffic demand can be
identified as a background information variable. Similarly, economic factors, i.e. inflation, interest rate, can
also be grouped into the background information variable, because they can drive changes for other variables.
Others, facility utilization can be classified as a problem variable, because it can be influenced by traffic, and
can also affect the cost. Last, service quality can also be grouped into the problem variable, because its value
depends on the facility utilization and can also affect the cost. Overall grouping of the variables can be seen in
the table 1.

Table 1: Identification of Variable Type

No Observing Variable Type in Model Influenced Affected
Variable Variabel Variabel
1 Cost (C) sympton information (E), (F) dan (S) None
variable
2 Traffic demand background information None (F)
(M) variabel
3 Economic factor background information None ©
(E) variabel
4 | Facility utilization problem variable (M (©), (9
(F)
5 Service level(S) problem variable (F) ©

Based on the above identification, we can find which are "parent™ variables and which are "child" variables.
The relationship between these variables will be described in terms of “child-parent” and “depend-influence”
relationships. The description of relationships will determine the output at the BN model, i.e. the marginal
posterior probability. The directed acylic graph in BN model that illustrates the causality among variables, is
consists of nodes and arcs, which are describe random variables and conditional independence relations
(Shenoy and Shenoy, 1998).

To determine the numerical link between these variables, we can use several ways, i.e. by using historical
data, expert knowledge and beliefs. In this paper, the probability distribution at each node is determined using
the concept of marginal probability distribution and conditional probability distribution, as described by
Demirer et al. (2005). The marginal distribution is used for nodes that do not have a line arrow to that node
point. On the other hand, the conditional distribution is used on nodes that have at least the arrow line towards
nodes. Thus, the node for variable traffic and economic factors can be calculated the marginal probability
distribution, and other variables can be calculated it’s conditional probability distribution. For calculation of
the probability distribution, we can also use several ways, such as by using the model equations, a discrete
conditional probability table, and a continuous conditional probability distribution (Shenoy and Shenoy,
1998). It indicates that the concept of the BN model gives a lot of options in conducting the analysis.
However, we must careful and need more thinking before choose the option, especially should consider about
the expected output.

To illustrate building process of BN structure model for analyzing airport charges variable relationships, as a
sample cases, empirical data was taken from an airport in Indonesia. Observation period for the data is from
2004 — 2010. Data collected from the airport is aircraft and passanger movement, runway and terminal
capacity, level of services and financial reports. For economic indicator, data was obtained from Statistics
Indonesia and Bank Indonesia. Next, the collected data arranged in a table, in which the columns form
adapted to the analysis variables. In the discretization process, the data format is converted to an indicator or
ratio. As a sample, the variables to be analyzed are aircraft traffic, terminal utilization, service quality,
inflation and cost effectiveness. By calculating the data trend of each indicator variable, i.e. data comparing
between before and after, we can obtain prior probability of each variable, as shown in the figure 2.
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Figure 2: Prior Probability of Variables
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Based on the identification of variable type (table 1), we classify variables into group of “parent” and group of
“child”. Each variable can be as the “parent” or affected variable, or “child” or influenced variable, or both.
Aircraft traffic and inflation are as the only ”parent” variable. Then, Cost effectiveness is as the only “child”
variable. The rest of variables are as “parent” and “child” variables. Using these indications, we create the BN
graphic structure which describes variable relationships. This graphic relationship and tables of conditional
distribution can be seen in the figure 3. The first part of BN model has been done, by creating Directed Acylic
Graph (DAG) and table of conditional distribution of the variables. Next process is performing probabilistic
inference. This analysis was used to determine the variables that can not be known directly by using other
variables. In order to get posterior probability of variables, we use Bayesian Theory. However, this paper do
not examine it.

Figure 2: Graphic Relationship and Tables of Conditional Distribution
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Based on table of prior probability of variables, we can get some information about character of variables. All
variables show same characteristic, except for service quality. If the other variables show similar trends, but
not for service quality, where the trend shows the opposite direction. Besides that, the level of variability for
this variable shows the figure of the large probability difference. There are another interesting case which the
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probability of inflation variable (IF) and terminal utilization (TU) is equal. On the other hand, we know that
there are no connecting line between these variables (independent). Thus, it can indicate that these variable
have same characteristic. However, it still needs to be more examined in order to address question how the
posterior value of the terminal utilization variable?, because we know that this variable is influenced by
aircraft traffic variable.

BN model also allows to accommodate all the additional of the new qualitative and/or quantitative
information. The analysis results generated from the BN model can be used as justification in assessing the
characteristics of the variables observed based on believable evidence, and also it can be used as a
consideration for judgment in making decision or prediction. Finally, related to airport pricing issues, the
description given by the BN model will greatly assist an airport planner in making estimation or determination
the future airport performances. By knowing the information provided from this model, it helps in planning
and determining the future need for short-term and long-term period.

5. Conclusion

An airport, like other public infrastructures, require substantial funds and take long-term developments. It also
have particular service standards to be met. Therefore a comprehensive plan is needed to take, by concerning
factors that affect the performance of the airport. Airport pricing is an important issue in airport planning.
Many variables need to be considered in determining the pricing strategy at the airport. To predict the value of
airport charges, it is necessary a depth study concerned charges variables. Based on identification of some
literatures related to the issue of airport pricing, we obtained some factors that affect airport charges. A main
factor that directly influence charges is cost. The value of airport charges is determined based on costs
incurred for the provision of services, which is known as term of cost-based pricing. Cost it self is influenced
by several factors.

This paper provide a different method to analyze airport charges characteristic. We attempt to get information
about how the relationship between each variable in airport charges. By applying Bayesian Network (BN)
method to build of structure causality model, we can determine the joint probalistics among charges variables,
in order to get relationship information. The results have been presented is an initial stage to further analyze
these relationship. Some information about the characteristics and relationships of variables had been
presented in the form of conditional distribution. Thereafter, we can use this data of prior probability to make
further analysis or perform probabilistic inference. However, this stage is a crucial part and needs a better
knowledge to make perceive airport charges problems.

Finally, we still need to do some works to investigate the characteristics of the airport charges. For the future,
this research will be continued by expanding the variables and perform probabilistic inference in order to get
more information about pricing uncertainty in the airport.
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Abstract

Revenue Management (RM) has become a common practice in the airline industry worldwide since American
Airlines successfully implemented it in the mid 1980s to beat the entrants in the post-deregulation era. As a
core technique of RM, price differentiation is put into practice though the multi-fare scheme, which results in
significant price dispersion in the market. At the same time, the implementation of price differentiation is
believed to be closely related to market condition. The objective of this study is thus to examine the
relationship between revenue management and market condition through the example of the domestic air
market in Taiwan. This empirical study establishes several multiple linear regression models, in which ticket
discount is chosen as the dependent variable given the partially-deregulated environment for fare control.
With an aim to conduct a comparative analysis, it is found that the result is in general consistent with those in
the prior empirical studies focusing on the U.S. and Europe domestic air markets and provide more evidence
from the practical viewpoint regarding how airlines react to market condition while making the pricing
decision. In particular, this study further employs two interaction models to investigate the impact of one
independent variable on another. The results show that the interaction models provide insightful explanations
about how the implementation of RM is affected by other factors.

Keywords: Revenue Management, Price Differentiation, Market Condition, Regression Analysis

1. Introduction

The Airline Deregulation Act of 1978 significantly changed the environment of the domestic airline market in
the U.S. Given the relaxed control on routes and fares, many new airlines aggressively entered the market.
People Express was probably the most successful one. With minimal service and cheap labor, People Express
considerably reduced airfares, not only lower than those of the existent major airlines, but also comparable to
the fares offered by the intercity bus lines. The revenue of People Express increased dramatically throughout
the early 1980s and reached one billion USD by 1985. After a failure in the initial price war, one of the major
carriers, American Airlines, introduced the Ultimate Super Savers, a discount fare with restrictions, to
compete against People Express for the price-elastic demands. This combined with the sophisticated computer
reservation system for seat inventory control successfully defeated the low-price strategy of People Express
and, at the same time, effectively secured the high-margin market for American Airlines. People Express, a
new company without a high-end brand image, ceased operations in 1986 after losing its price advantage
(Peterson and Glab, 1994).

Airline Deregulation has been cited as a success for free competition. Initially, the average airfare did decrease,
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and the number of airline passengers increased. However, after years of practice under the “Open Sky”, many
airlines have declared bankruptcy. The projection is for a handful of large airlines to dominate the airline
industry in the future. There are several reasons why the Airline Deregulation did not live up to its advance
billing or ended up with so many surprises as highlighted by Alfred E. Kahn (1988), an economist and the last
Chairman of the Civil Aeronautics Board (CAB). However, price discrimination and other revenue
management techniques, the key weapon used by American Airlines to defeat People Express, have certainly
played a key role in the unexpected and undesired market concentration.

Although controversial, revenue management (RM, also known as yield management, YM) has become a
global and common practice in the airline industry worldwide since American Airlines successfully
implemented it in the mid 1980s to beat the entrants in the post-deregulation era. Not only is a strategic
measure for price competition, RM is also an important operational technique for raising revenue. It has been
estimated that RM practices have generated an additional revenue of 1.4 billion USD for American Airlines
over a 3-year period around 1988 (Smith et al., 1992). Nowadays, it is difficult for a major airline to operate
profitably without the use of RM, as according to most estimates that the extra revenue gained from the use of
RM is about 4 - 5%, which is comparable to many airlines’ total profitability in a good year (Talluri & van
Ryzin, 2004).

Airline deregulation has become a global trend, and Sinha (2001) and Chang et al. (2004) serve as excellent
references for its development across countries and regions. In particular, the latter focused on the issue of
ownership and control, which is believed to be the most important barrier for airline industry linearization.
There were many research works that have examined the impact of deregulation specifically on airfare, which
is probably the most immediate and concerned influence of linearization. For example, Morrison and Winston
(1990), Borenstein (1992), Dresner and Tretheway (1992), Maillebiau and Hansen (1995), Marin (1995),
Jorge-Calderon (1997) focused on the markets in North American or Europe, the regions with early
introduction of aviation deregulation. More recently, for the Asia Pacific region, Manuela (2007) adopted a
similar empirical framework and developed an econometric model for the case of Philippines.

Above research works have shown that airfare, in terms of the average value, generally decreased due to the
competition brought by deregulation, but they did not address another important aspect: the price dispersion
due to the application of the price discrimination, which is legally permissible and strategically desirable in
the post-deregulation era. Price discrimination, one of the core techniques of RM, is implemented by offering
multiple airfares with various terms and conditions and/or by changing the fares dynamically. Its application
is believed to be affected by the market condition. Thus, the focus of this empirical study is to analyze the
relationship between price discrimination, revenue management, and market condition. This paper is
organized as follows. The next section reviews the related literature. The framework of the empirical analysis
is described in the third section, and the results are presented in the fourth section. Finally, the findings of this
study are summarized and conclusions are drawn in the fifth section.

2. Literature Review

Price discrimination is usually categorized in three types (Varian, 1996). In the first-degree price
discrimination, also known as perfect price discrimination, a supplier sets the price according to the
willingness-to-pay by individual consumers. In the second-degree price discrimination, consumers make the
purchase decision regarding the options offered by a supplier. That is why it is sometimes referred to as self-
selection. As for the third-degree price discrimination, a supplier segments the market with multiple prices and
conditions that are based on the diverse characteristics of the consumers. Revenue management as adopted by
airlines is usually referred to as a practice of the second-degree price discrimination, although some tickets
targeting a specific group of travellers (such as senior citizens) are closer to the third-degree price
discrimination category.

In a monopolistic market, a firm is the price setter and can maximize its profit through price discrimination.
At the other extreme, in perfect competition a supplier is simply a price taker, and the price is equal to the
marginal cost. Therefore, it appears that there is no price dispersion in perfect competition. So, if we take a
competitive market between the two extremes, then the obvious conclusion based on simple extrapolation
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should be that price dispersion will be reduced if competition increases. However, reality does not follow a
rule this simple.

Some theoretical models instead concluded that price dispersion exists and may increase as a market moves
from a monopoly to imperfect competition (e.g., Valletti, 2000). In particular, for the airline industry, Gale
and Holmes (1992a), Gale and Holmes (1992b), Gale (1993), and Dana (1998) used the advance-purchase
requirement as a discriminatory device to investigate price dispersion under various market conditions. When
competition is introduced into a monopoly market with price discrimination implemented, the pre-existing
supplier is likely to lower the prices (especially for the lower-end products) so as to avoid giving room to the
rivals. That is why it has been found price dispersion may increase as the market becomes more competitive.
This phenomenon is even more apparent for the airline industry, in which the cost of holding inventory to
meet demand is relatively high due to the associated demand uncertainty and supply non-storability.

Borenstein and Rose (1994) categorized price discrimination into “monopoly-type” discrimination and
“competitive-type” discrimination. Consistent with the general concept of price discrimination, monopoly-
type discrimination is related to the industry demand elasticity and generates more price dispersion if a market
is closer to a monopoly. On the other hand, competitive-type discrimination is related to customers’ cross-
elasticity of demand among different brands. Price dispersion becomes greater when a market is more
competitive, since firms tend to offer deeper discounts when segmenting the customers based on demand
elasticity across different brands. In their empirical study of the U.S. domestic airline market in 1986, price
dispersion in terms of the GINI coefficient was found to be negatively related to market concentration, which
was measured by the HHI (Herfindahl-Hirschman Index, defined as the square sum of the market shares in
percentage). Thus, competitive-type price discrimination prevails over monopoly-type price discrimination.

Stavins (2001) conducted a regression analysis focused on the relationship between price dispersion and
market condition in the U.S. domestic airline market, but with data that was collected in 1995. In addition, two
ticket restrictions (Saturday-night stay-over and advance purchase) were included in the model. This was done
because these two restrictions are very effective for segmenting the airline travellers based on their valuation
of time and flexibility, and they are commonly used by the airlines in the RM system. Both discriminatory
devices were found to be negatively related to airfares. In the basic (non-interaction) model, the restriction of
Saturday-night stay-over was estimated to reduce the fare by 211.17 USD, and one day of advance-purchase
gave a price reduction of 6.04 USD.

In the interaction model, Stavins (2001) examined the effect of the market condition on price discrimination
further by including the product terms of these two ticket restrictions and the HHI in the regression model.
The results showed that, for both restrictions, the higher the market concentration on a route, the lower the
effect of price discrimination. For example, the estimated fare reductions for the restriction of the Saturday-
night stay-over were 253, 233, and 165 USD for the 25th, 50th, and 75th percentiles of the HHI, when being
sorted in increasing order (i.e., from less to more concentration).

Using a regression model similar to that of Stavins (2001), Giaume and Guillou (2004) discussed the market
for the intra-Europe flights originating from Nice, France based on the data collected in 2002. Airfare was
once again used as the dependent variable, and the key independent variables (Saturday-night stay-over,
advance purchase, and market concentration represented by the HHI) remained the same. However, they
introduced several new independent variables (such as the presence of low-cost carriers) to reflect the unique
situation in the European market. Although the study area was geographically smaller, and the deregulation
movement was slightly later, the results obtained by Giaume and Guillou (2004) focusing on Europe were
similar to those of Stavins (2001) for the U.S. In particular, the signs for the coefficients of the major variables
in the regression models were found to be the same, although the coefficient of determination (R?) was lower
(0.40 in Giaume and Guillou, 2004 vs. 0.77 in Stavins, 2001).

A local version of the “Open Sky” policy was initiated in Taiwan in 1987, and several new airlines were
established to serve the domestic airline market, which was experiencing an unprecedented demand. However,
fare was still under a very strict control scheme, under which tickets were sold at the fixed published fare.
Only until 1994, airlines were authorized for the first time to adjust the ticket price within 10% of the
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published fare, and this permissible range was expanded several times later on. The fare-control regulations
were further revised in 1999 such that the published fare became a price cap, and airlines were allowed to set a
certain level of discount. Although several minor revisions have been made, the current regulations basically
follow the form of the 1999 version (CAA, 2012).

To some extent, Taiwan has been following the global trend to deregulation, and the airlines gradually
adopted the concept of revenue management. However, the liberalized domestic airline market in Taiwan was
quite different from most markets in the literature. Taiwan is geographically a small country and has good
infrastructure for most part of the island, but jet aircrafts (such as A320s, MD-80/MD-90s, B737s, and even
B757s) are anyway used to serve many domestic routes. In addition, the fare regulations for the domestic
airline market were only partially deregulated. Thus, it is of great interest to conduct an empirical study to
examine the relationship between price discrimination and market condition and to conduct a comparative
analysis with respect to different markets.

3. Framework of Empirical Analysis

Following the framework in Stavins (2001) and Giaume and Guillou (2004), this study established four linear
regression models to perform the empirical analysis. The flights included in the analysis were operated by
three airlines, Far Eastern Air Transport (FAT), TransAsia Airways (TNA), and UNI AIR (UNI), for the
routes from Taipei, the capital and the economic center, to seven domestic airports. The basic information and
the market condition of the routes are listed in Table 1. Given the airlines and the routes considered, the traffic
volume included in the analysis accounted for 65% of the overall domestic airline traffic in Taiwan, or 82% of
the traffic leaving or bound for Taipei in terms of the number of passengers (CAA, 2004). The information
regarding the flights for a typical weekday in 2004 (Tuesday, August 10) was collected to serve as the data for
the regression models from the website of a popular on-line travel agent, in which the above-mentioned
airlines are suppliers for the domestic air markets.

Based on the fare-control regulations under the partially-deregulated scheme, an airline can discount fares
within a regulated range for the flights it operates. Therefore, the discount for each flight was used as the
dependent variable in all four models, and it was defined as (published fare - discount fare)/published fare (in
percent). This dependent variable is different from the one (the airfare) used in Stavins (2001) and Giaume
and Guillou (2004).

As for the independent variables, the RM technique for price discrimination and the market condition were
considered first. Taiwanese carriers do not use a complicated RM system for the domestic market, and they
deal with the diverse demand simply by dynamically adjusting the price, a practice adopted by many low cost
carriers worldwide. The price offered on-line remains the same from the beginning of the booking period to
five days before departure. The price then subsequently increases and becomes the published fare on the day
of departure. Given this price adjusting scheme, the number of days for advance purchase was taken as one of
the key independent variables in the regression model. To quantify market condition, the Herfindahl-
Hirschman Index was used as the other key independent variable.

Table 1: Information of The Routes In The Analysis

Route Location (Distance) #rr]gfllj‘;izl Airlines Market Condition | HHI
(Both ways)
Kaohsiung | West coast (183 miles) 2,652,629 | FAT, TNA, UIA | Oligopolistic 0.380
Tainan West coast (164 miles) 1,242,933 | FAT, TNA Duopolistic 0.504
Pingtung | West coast (177 miles) 109,833 | TNA Monopolistic 1.000
Hualien East coast (75 miles) 634,018 | FAT, TNA Duopolistic 0.508
Taitung East coast (161 miles) 587,165 | FAT, UIA Duopolistic 0.516
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Makung Offshore (156 miles) 753,975 | FAT, TNA, UIA | Oligopolistic 0.352
Kinmen Offshore (196 miles) 818,895 | FAT, TNA, UIA | Oligopolistic 0.349

In the four models developed in this study, the basic model includes only two independent key variables: the
number of days for advance-purchase and the HHI. The enhanced model incorporates additional factors
related to domestic airfares. In addition, the two interaction models introduce the product terms of
independent variables. The basic model is as (1), where DISCjj is the discount of the kth flight of airline j on
route i, ADVjy is the number of days for advance purchase discount of the kth flight of airline j on route i, and
HHI; is the HHI for route i.

DISC, = B, + B ADV,, + B,HHI, )

In order to address the factors related to the pricing decision of the airlines, four dummy variables were used
in the enhanced model. The first one is whether a flight is popular. Since all seven routes are short for air
transportation, many passengers make the round-trip on the same day. Thus, popular flights are defined as
those with a scheduled departure time within 7:00 a.m. to 9:00 a.m. or 6:00 p.m. to 8:00, as they provide the
most benefit to short-haul passengers. The second one is whether a route is bound for an offshore island. The
concern is that the alternative transportation service is unfavorable, as the boat trip can take more than 12
hours, and the service frequency and comfort leave a lot to be desired. The third and fourth ones are the
dummy variables for two airline brands (UNI and TNA), given that the largest airline in the domestic market,
FAT, was chosen as the base category. The regression model is shown as (2), where POPj is equal to 1 if the
kth flight of airline j on route i is popular, ISLD; is equal to 1 if route i is for off-shore islands, and UNI; as
well as TNA, represents the airline brands.

DISC,, = B, + B,ADV, + B,HHI, + B;,POP, + A,ISLD; + B.UNI, + B, TNA, )

For the independent variables used in the model, the maximum absolute value in the correlation matrix is
0.375, indicating that the multicolinearity issue is not a serious problem. In addition, some other factors
possibly related to airfare have been tested, such as destination population, market share, flight frequency etc.
However, all of them were found to be suffering from the multicolinearity problem or insignificant in the
regression analysis.

The first interaction model was designed to determine the influence of the market condition on the
implementation of price discrimination. A product term of the first two independent variables was introduced
into the model as (3). The second interaction model was used to understand the impact of the airline, the
decision maker, on the level of advance purchase discount. Two product terms of the first variable,
representing the days for advance purchase, and the two airline dummy variables were introduced into the
model as (4).

DISCy, = B, + ADV,, (B, + y,HHI,) + B,HHI; + ,POB;, + B,ISLD + BUNI; + B, TNA, (3)
DISCy, = f, + ADV;, (B, + 7,UNI; + y,TNA,) + ,HHI, + p,POPR, + 5,ISLD + S.UNI; + S, TNA, (4)

4. Results of Regression Models

Based on the collected data, the results of the regression models are listed in Table 2. The summary and the
discussion of the results are presented as follows.

Table 2: Results of the Estimations in Four Models
Basic Model Enhanced Model | Interaction Model | | Interaction Model 11
Intercept -1.86 (1.33) -0.41 (0.99) -2.79 (1.69) 0.88 (1.10)
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ADV 2.21(0.21) *** | 2.87 (0.16) *** 3.66 (0.49) *** 2.42 (0.22) ***
HHI 12.66 (2.12) *** | 10.13 (1.68) *** |  15.15 (3.33) *** 10.91 (1.66) ***
ADVxHHI -1.67 (0.96) *

POP -0.81 (0.64) -0.81 (0.63) -0.58 (0.62)
ISLD -6.31 (0.68) *** -6.76 (0.72) **=* -6.29 (0.67) ***
UNI -3.00 (0.59) **=* -3.00 (0.58) **=* -6.98 (1.43) ***
TNA -1.16 (0.64) * -1.17 (0.64) * -2.90 (1.55) *
ADVxUNI 1.00 (0.33) ***
ADVxTNA 0.48 (0.38)
Adjusted R 0.498 0.750 0.754 0.763
Observations 140 140 140 140

Numbers in parenthesis are standard errors. * significant at 10% level, ** significant at 5% level,
*** significant at 1% level.

The basic model is not very satisfactory, since its R? is only 0.498. However, the t-statistics of both
independent variables (the number of days for advance-purchase and the HHI) are large, indicating that the
relation between ticket discount and each of these two dependent variables is significant. As expected to be
positive, the coefficient of the variable ADV shows that the advance-purchase discount is about 2.21% per
day.

The coefficient of the other independent variable HHI is 12.26%, and its positive sign indicates that the more
concentrated a market is, the higher the ticket discount is. This result probably does not support the standard
notion that market concentration raises fare level, or it is not in agreement with the conclusion in the first
empirical study (Borenstein and Rose, 1994) that competitive-type price discrimination prevails over
monopoly-type price discrimination. However, it is consistent with the results of the two later empirical
studies, Stavins (2001) and Giaume and Guillou (2004).

Stavins (2001) did not discuss the cause of this result, but Giaume and Guillou (2004) provided an explanation
in light of the unique features of the European air market. Airline deregulation in Europe had not come into
effect for a long time, and there was a significant market share inequality for many routes. For example, in a
duopoly market, it is common that one of the players is a large (flag-carrying national) airline and the other
one is a small (new) regional airline. In that market the associated HHI are very high. Lowering the price
appears to be the best strategy for the big one to drive out the new comer and for the small one to penetrate the
crucial new market. Thus, the average fares are likely to lower than those in the markets with comparable
market share among players.

As for the domestic airline market in Taiwan, this counter-intuition result is most likely caused by the demand
level of the routes. As shown in Table 1, the HHI and the annual traffic are strongly correlated, and the
correlation coefficient is -0.53. A high value of the HHI is sometimes an indication of insufficient demand
(possibly due to a small population or favorable alternative transportation services). It is possible that, in order
to maintain an acceptable load factor, airlines have to constantly offer deep-discount tickets, which make the
airfare level low.

By including four more independent variables, the R? is raised to 0.750 in the enhanced model. The coefficient
of the advance-purchase discount increases slightly to 2.87% per day, and the coefficient of the market
concentration (HHI) remains positive. As for the new independent variables, the coefficient of the dummy
variable for popular flights is -0.81%, but it is not very significant (p-value = 0.20). At the same time, the
coefficient of the dummy variable for offshore-island routes is -6.31%, suggesting that airlines decrease the
discount considerably for the inelastic travellers lacking alternative transportation modes. As for the dummy
variables for the airline brands (UNI and TNA), the values are -3.00% and -1.16% respectively. The fact that
the smallest discount offered by UNI Air may be partially attributed to the fact that it is the only airline in the
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analysis with a giant parent company (EVA Airways as well as Evergreen Marine Corp.), and its brand
awareness is relatively strong.

For the first interaction model, the coefficient of the product term (y,) is significant, and the sensitivity of the
discount to the advance purchase is as (5). The negative value of y; (-1.67) implies that the advance-purchase
discount is reduced if the market concentration increases. This result is consistent with those in Stavins (2001)
and Giaume and Guillou (2004), although the three studied markets are significantly different in terms of
market size, geographic location, transportation infrastructure, and airline industry development. The product
term of the advance purchase and the market concentration in the interaction model provides a good way to
understand how market condition affects the implementation of RM and the air fare. To give a numerical
example for the relation of (5), consider the cases of one, two, and three players with equal market share. The
HHIs are 1.00, 0.50, and 0.33 respectively. The discount per day for advance-purchase increases from 1.99%
to 2.83% if the market condition changes from monopoly to duopoly and becomes 3.11% per day for

oligopoly.
oDISC;,, B
%ADVW =(3.66 -1.67HHI.)% (5)

For the second interaction model, the coefficient of the product term for UNI (y,) is significant; however, the
other coefficient for TNA (y;) is basically insignificant (p-value = 0.21). The sensitivity of the discount to the
advance purchase is as (6), in which the positive value of 1.00 for y, suggests that, in addition to the base
discount of 2.42%, UNI AIR (UIA) offers extra 1% per day for advance purchase. On the other hand, the
sensitivity of the discount can also be addressed from the viewpoint of the airline as shown in (7). The base
discount of -6.98% is once again an indication of the strong brand of UNI AIR, as it provides significantly less
discount in general. However, at the same time, it adopts an aggressive approach in exercising the RM
technique by offering more advance purchase discount.

aDISC,, )
%ADVijk = (2.42+1.00UNI )% .
aDISC;
%UNI T (-6.98+1.00ADV;, )% o
5. Conclusions

Price discrimination is a core technique of RM, and results in price dispersion in the market. At the same time,
the implementation of price discrimination is closely related to the market condition. The objective of this
study is to conduct an empirical study to examine the relationship between revenue management and the
market condition, based on the example of the domestic airline market in Taiwan. The study established four
linear regression models to conduct this empirical study. Ticket discount was chosen as the dependent variable
given the partially-deregulated environment for fare control.

The basic model, consisting of only the independent variables related to revenue management (advance
purchase) and market condition (HHI), was found to be insufficient. After introducing four more variables, the
enhanced model was better able to explain the pricing decision of the airlines. Based on the first interaction
model, the discount for advance purchase was reduced if market concentration increases. With an aim to
conduct a comparative analysis, it has been found that the result is in general consistent with those in the prior
empirical studies earlier empirical studies focusing on other areas (Stavins, 2001; Giaume and Guillou, 2004).
In the second interaction model, a specific airline (UNI AIR) was identified by its aggressive role in the
implementation of revenue management. We believe this study provides more evidence from the practical
viewpoint regarding the pricing decision of the airlines under the influence of RM and market condition

During the past several years, there has been a critical impact on the domestic airline industry in Taiwan: the
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high-speed rail, which was inaugurated on January 5th, 2007. The maximum speed of the trains is 300
kilometers per hour and the frequency of the service is high. The high-speed rail system carried 15.56 millions
passengers for the first year, and the rate of growth is very promising (THSRC, 2012). All the domestic airline
services for the west coast have been terminated thereafter. The business environment of the domestic airline
market in Taiwan has been changed permanently. The airlines now have to focus on the services for the east
coast and the offshore islands, where alternative transportation services are not competitive. An analysis of the
pricing decisions of the airlines for these routes can be an extension to this study, but the issue must also be
addressed from a public domain point of view. Government intervention is required for these potentially
unprofitable routes, as the mobility of the people living in those remote areas should be protected.
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Abstract

This paper aims to provide an analysis of the existing security system at European airports. At first, the
security is defined and the considerations of the air passenger security on the ground and in the air are
discussed. Subsequently, the current aspects shaping the European aviation security policy are introduced. A
stakeholder analysis and their roles in aviation security is presented. The passengers’ perspective is of special
focus. Next, security measures are discussed including physical security measures, personnel and other
measures. Specific issues such as technology deployment, standards and passenger acceptance are discussed
in the European context. New concept for security is introduced. The main conclusions are drawn from the
analysis. The existing security system at European airports is rather reactive than proactive. The new concepts
rely heavily on technological developments while it is crucial to increase the focus on intelligence gathering
and passenger experience. Based on the identified gaps in the existing literature, further research should focus
on CBA of European aviation security system as well as human drivers of (in)security.

Keywords: security, airport, passenger, system

1. Introduction

Since 9/11 the security of air passengers has become a major concern in many countries, including the
Member States of the European Union. The national governments as well as the European Commission have
taken a number of steps to ensure passenger security both at airports and in the sky. Nevertheless, security
incidents happen occasionally. This has significant implications on air traffic, revenues and costs of airports
and airlines, implemented security measures and feelings of (in) security. The regulation is often adapted as a
response to the occurring events. The airports implement new measures and take new precautions. They spend
millions of Euros on security equipment and security staff to ensure security at airports and in the sky.
Passengers have to follow the rules and spend more time at security checks than ever before. With every
security incident that receives enough attention from the media, the passenger traffic drops. After a rather
short period of time, however, the passenger traffic returns to the level reached before the incident.
Nevertheless, in order to prevent future security incidents, the decision makers react strongly to new threats
and impose new rules and security measures only after the incidents take place (reactive policy). These, unlike
rather short periods of drop in traffic, are implemented for months or years. In other words, the new role of
governments is not designed to intervene in airline economic decisions but it rather contributes to long-term
structural change in the aviation security (Bailey, 2002).

Traffic from/to and within Europe concerns the second most important air transport market after the US. The
European airports handle nowadays approximately 400 million air arrivals per year. This will most probably
increase further in the next years. According to a number of long term forecasts (Airbus Company, 2011;
Boeing Company, 2011), the passenger air traffic as well as the cargo air traffic are expected to grow in the
coming years. The growth for Europe, as compared to other world destinations, is rather moderate but steady.
This growth might evoke consequences such as inefficiencies (queues, transfer time, lost connections),
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increased pressure on security staff, overall deterioration of passengers experience (Boeing Company, 2011).
Additional challenges might come not only from the increased passenger demand within Europe but also from
arrivals from rest of the world (RoW). There are more than 300 million passengers crossing the EU borders
via air travel each year (160 EU nationals, 140 third country nationals - TCN) (Frontex, 2011). Top four EU
hub airports (Charles de Gaulle, Fraport, Heathrow & Schiphol) handled last year approximately 90 million
transfer passengers. There are approximately 600 airports in the whole EU. The cargo growth figures have
been even higher in the last years. It is expected that the freight traffic will nearly triple over the next 20 years
due to international trade expansion and express freight development in China, India & Brazil (Airbus
Company, 2011).

Awviation is the most regulated mode of transport, also from the point of view of passenger and cargo security
measures. Aviation security is usually broken down into three main building blocks. These include measures
with regard to technology, process and people. Over the last years the main focus was put on the technology
with less attention on process and people (IATA, 2012). The existing and applied approach towards security
goes back to the 1970’s and the governments as well as the aviation operators underline the need for re-
thinking the existing security approach. Terrorists find more elaborate and unpredictable ways to disrupt
aviation operations. There is, therefore, a strong need to ensure a balanced combination of measures that
would include all three elements (IATA, 2012). While it can be observed that security has been strengthened
in terms of specific regulation, equipment and procedures, it is important to know whether the existing
measures are focussed on the areas that are the most important for maintaining high security levels. In order to
establish that, the existing security system in aviation is analysed in this paper.

2. Safety vs. Security

The term ‘safety’ differs significantly from the term ‘security’. Safety addresses all the unintentional acts that
may result in undesirable situations. These include for example aircraft deviation from the assigned path
resulting from malfunctioning of a specific part due to an unintentional mistake during aircraft maintenance.
Safety incorporates a set of regulations, procedures, rules and processes to ensure passenger safe travel. On
the other hand ‘security’ can be associated with intentional harmful acts against civil aviation or using civil
aviation. Detailed statistics on security incidents are rather scarce and, due to the sensitive nature of the
subject, they are not publicly available. It is known, however, that the data on security incidents collected by
the airlines and airports includes not only the terrorist actions but also unruly passengers. Terms safety and
security differ but, at the same time, there are also many issues that link them. For example typical radar
systems installed at various airports have the capabilities of detecting the exact position and altitude of
commercial aircraft, general aviation aircraft and helicopters. They are unable, however, to detect small flying
objects such as new generation unmanned flying objects. The new generation of radars having such
capabilities is currently under development for the civil use (Sinbad project, 2010). Such new radars would
encompass both safety and security features.

A security accident is not equal to a security incident. A security accident is an accident that happens as a
result of acts of terrorism, violence or sabotage of civil aircraft. A security incident, however, is a situation in
which a security accident almost happened. There are various types of security incidents which depend on the
seriousness and on their impacts on the stakeholders involved and their operations. It should be noted that the
probability of security incidents is higher than the probability of accidents. Additionally, it is important to
mention that the number and severity of security accidents is different each year due to the low frequency of
their occurrence and their specific characteristics. This means that the same number of aircraft movements
might result in a different number and impact of accidents even when the security level remains the same. In a
risk assessment approach, the security level is seen as a risk level with a certain probability of accidents.

3. Air vs. Ground
The aviation security does not only include the security checkpoint which all air passengers are familiar with
but it includes a considerable number of other layers (TSA, 2012; IATA, 2012). The security layers include a

number of measures which are implemented both on the ground as well as in the air. A passenger traveling
from point A to point B has to go through a series of steps to get to her or his destination. The United States’
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Transport Security Administration (TSA) has developed a layer approach aviation security. This approach
underlines the variety and unpredictability of security measures. TSA Layers of Security include among others
intelligence gathering and analysis, checking passenger manifests against watch lists, federal air marshals, etc.
This list is not exclusive. Each of the layers applied may stop a security incident. In a holistic approach, the
use of these security layers combined creates a stronger system and contributes to higher security levels. The
European model is based on the ‘onion’ approach which defines various security layers encompassing other
layers. Each of the ‘onion’ layers includes a number of security measures. Within the TSA approach the layers
are not put on top of one another but rather implemented in different configurations in the overall security
system. A combined approach of these two models is presented at Figure 1.

Figure 1: Onion Approach to Security Layers

Reservation Process
Airport Security
Security Checkpoint

Airplane Security

Joint Terrorist Task Force
Checkpoint/Transportation Security Officers

Terrorist path
Checked Baggage

Source: Based on TSA Layers of Security and IATA, 2011

The so called ‘Onion’ or ‘Layered Security Approach’ promoted by aviation stakeholders express their view
on the importance of the enhanced coordination and information sharing between stakeholders. Additionally,
airport processes including security, safety and border control related processes should be better integrated in
order to reach these goals. Abeyratne (2010), Sweet (2008), and Frimpong (2011) research privacy concerns
in security. These as well as other issues such as passenger name record (PNR)*, biometrics, certification and
conformity assessment of technologies (list non exhaustive) should be taken into account.

4. Quality of Security & Time

Security can be breached even in the extensively regulated sector such as aviation. Security incidents trigger
the policy makers and the industry to develop and implement new security measures and regulations. A very

! Council Decision 2007/551/CFSP/JHA is an agreement between the EU and the US that enables to transfer and process
19 pieces of Passenger Name Record data by air carriers to the US Department of Homeland Security (DHS) (2007 PNR
Agreement) , the information includes for example names, travel dates, full itinerary, billing and baggage data.
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relevant example is the UK/US airline bombing plot in August 2006. The terrorist tried to get liquids on the
plane in order to build an improvised explosive device (IED). Only a few days later the EC (and TSA) banned
the passengers from taking any liquids, gels and aerosols in their carry-on luggage on board of aircraft.
Shortly afterwards, this ban was lifted and replaced by a regulation enabling the passengers to enter airports
and aircraft with liquids, gels and aerosols in containers of maximum 100ml and in total not exceeding
1000ml stored in a plastic bag. The regulation was prepared in a very short period of time. The airports and
security agents were not prepared for this and the duration of the whole security check process was extended
significantly and affected (in a short term) the operations of many airports. For example in 2006 security was
a primary departure delay cause in 2-3% of the overall causes in Europe while for some more busy airports it
was the cause of up to 8% of delays (Eurocontrol, 2007). August was an exceptional month where extended
duration of security checks was a major cause of delays in Europe. The temporary ban on liquids was planned
to be resolved by the new technological inventions enabling to verify the chemical composition of the liquids
carried by passengers. The technological development, driven by such incidents takes time. After the potential
solution is invented, it has to be tested against strict criteria (that have to be developed). Finally, the
equipment needs to get the passenger acceptance. Nevertheless, despite the technological innovations
provided by the industry, after more than five years, the initially implemented regulation which was originally
intended to be only temporary, is still in place while there is no comprehensive solution implemented in the
whole EU. It proves that a lot of time is needed to develop thorough security measures and adequate legal
provisions to enable the adequate response to a particular threat. The current security system at European
airports is effective but also reactive.

The regulators and manufacturers need to develop smarter and faster aviation security devices and measures
that can adapt to emerging threats and evolving passenger and cargo volumes. IATA stresses the importance
of next-gen technology and equipment (IATA, 2012). The focus, however, should be put not only on
equipment but on enhancing the flexibility of the overall security system and operational procedures
(Jacobson et al., 2009) and enhanced cooperation of people from different stakeholder groups (Bemosa
project, 2011).

The technology deployment differs per country and per airport. As a result, some airports can be the weaker
point in the overall European security system. A streamlined technology deployment should be, therefore,
ensured (IATA, 2012). Another aspect of ensuring the high security levels is the certification and conformity
assessment of security equipment against common standards. This, however, needs further development
(Ecorys, 2011; IATA, 2012). Producers often have to validate the same equipment against different standards
in different countries which delays the deployment. In some cases, the airports cannot fully check the
performance of the equipment as they do not have full access to the testing kits or the classified annexes of
regulations (based on interview conducted with a Security Bureau Director at one of the European Airports).

5. Stakeholders Role in Security

There are various stakeholders involved in the aviation industry and some play a more important role with
respect to maintaining high security levels than others. A passenger is one element of this system, it should be,
however, the most important one.

51.  Airport and ANSP

The role of the airport and air navigation service providers (ANSPs) is crucial in maintaining high security
levels in aviation. A potential security incident that happens at an airport or affects the air traffic control ATC
can have disastrous consequences both in terms of the number of people potentially affected as well as the
impact on the operations and industry. It is the airport where a potential security threat can be detected and a
person with malicious intentions can be prevented and apprehended. It is also the airport where an aircraft
security breach attempt can be prevented. Due to the presence of security officers, police forces, border
control and other relevant experts in one place, the airport enables their efficient cooperation and swift
reaction. It is also the airport where the overall security of aircraft is maintained, including the ground
handling operations, safety checks, maintenance and repairs. It is important to note that in order to maintain
high security levels within the European aviation system, well-functioning security systems at airports and
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ATC outside the EU are crucial. Passengers arriving in Europe from outside the EC need to go through a
security check at the airport of departure. The European security system is, therefore, highly dependent on the
functioning of security systems implemented at airports outside the EU. A leakage in the system somewhere at
an airport for example in Yemen will affect security at for example Amsterdam airport. In 2009 a young
passenger of Nigerian origin, Mr Umar Farouk Abdulmutallab, booked a flight from Lagos, Nigeria to Detroit,
US with a transfer at Amsterdam Schiphol airport. He passed the security check in Lagos and arrived in the
Netherlands. Later, he boarded the plane headed for the US. The passenger had explosives hidden in his
underwear and made an unsuccessful attempt to blow up the aircraft with 290 people on board. This
horrifying serious security incident shows the importance of every airport being a part of the overall aviation
network. The airport belongs to a system of nodes, each of them being the most important place in the overall
security system.

5.2. Airline and aircraft

An airline has to follow a number of rules, procedures and agreements including these on security. Airlines
are obliged to prepare security plans which they have to submit to the national civil aviation authorities. They
are not obliged, however, to present them to the airports (based on interview conducted with a Security
Bureau Director at one of the European Airports). They also implement, according to the regulations or
voluntarily in selected cases, a number of security measures such as hardened cockpit door or flight marshals.
The personnel of the airline and aircraft is trained in the matters of security. In case of the so called
“underwear bomber” it was the personnel and passengers that put down the fire and apprehended the
attempted bomber. The airline and the aircraft play an important role in the aviation security system.

5.3. Security agent

Security agent at the airport plays a crucial role in ensuring high levels of aviation security. Security agents at
various airports have a slightly different function and can be organized differently but they all perform the
same role. At many airports in Europe the airport operators engage in agreements with private security
companies that perform these activities. The examples can be found in the Netherlands or Spain. On the other
hand, the security services can be provided by the military. The defence and security policies of selected
countries, including France and Poland clearly indicate that this is the military (or its dedicated units) that
perform these tasks. They have specialized military training and experience and, on top of that, they have
additional legal power to use weapons or other resources when required. As private security agents have been
performing their duties in a satisfactory manner at many airports, and, as their presence at airports is
conditionally based on winning a specific tender, they can also be cheaper than the military. It is a reason for
selected countries to reconsider the applicability of the military forces as security agents at airports. For
example the Border Guards (part of military forces) are currently responsible for security checks at Polish
Airports. It is expected that in the near future private security agents will be responsible for provision of
security services at airports in Poland. This also concerns total visit costs of individual airports which is a
competitive issue in airport benchmarking (see airport charges benchmark (SEO Economisch Onderzoek,
2008)).

5.4. Ground handling

Ground handling services include the services at the airport necessary for handling the aircraft, passengers and
baggage. These include aircraft fuelling, catering and cleaning, push back, de-icing, etc. These services are
provided by specialized ground handling companies. Their personnel and procedures meet various security
standards and their proper and on time functioning is crucial to airline and airport operations. The baggage
handling and cargo handling, however, are services critical from the point of view of maintaining high
security levels in aviation. The passenger baggage handling is integrated with other services for handling civil
passenger flights. The cargo handling, however, is handled separately (but can be loaded on civil passenger
aircraft as well). The passenger aviation security is well organized and regulated. The procedures are well
established and used widely. The cargo handling, however, is a relatively new and fast developing market that
still requires further development in terms of security measures applied. It is important to note that these
measures and procedures need not only to be applied at European airports but also airports outside the EU
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where goods are loaded on board of aircraft in order to be brought to Europe. Only in October 2010 there was
a plot which included two bombs placed on two cargo aircraft headed from Yemen to the US. Fortunately, the
bombs were discovered during stopovers in UK and in Dubai and the tragedy was avoided. This shows the
importance of ground handling agents in maintaining high security levels in the overall aviation system.

6. Security Measures

The security measures deployed and implemented at various airports in Europe include not only physical
security measures visible to the passenger but also security personnel, specific processes and procedures as
well as other measures such as paperless boarding pass or sniffing dogs (non-exhaustive list).

6.1. Physical security measures

Equipment used for maintaining or increasing aviation security levels is part of physical security measures.
The equipment used includes technologies used for both disruptive security and continuous security (Ecorys,
2011). The typical examples of equipment categorized as serving disruptive security in aviation includes X-
rays, bottled liquid (and gel) scanners, explosive detection systems, explosives trace detection, biometrics,
imaging technology (so called security scanners or body scanners), etc. Some of them, such as the X-rays, are
relatively well established and commonly used all over the world. Examples of equipment used for
maintaining continuous security are for example camera systems.

Imaging technology (so called security scanners or more often named ‘body scanners’ in media), however, is
deployed for tests at selected airports in Europe only. Formal trials of Security Scanners as a primary method
for screening passengers were done in Finland, UK, in the Netherlands, France and Italy. The use of this
technology is fragmented in Europe. The technology is capable of detecting a wide range of threats to
transportation security. Its usage has been extensively debated in media and many issues regarding potential
impact on health and privacy issues are still under discussion. Additionally, the EC expressed its concerns in
its Communication from the Commission to the European Parliament and the Council on the Use of Security
Scanners at EU airports of the 15 June 2010. Currently there are common rules in the field of aviation security
in Europe’ but there are no common European standards for the use of security scanners at airports. There are
two main types of imaging technology - millimetre wave (passive and active) and backscatter (X-ray and X-
ray transmission). There are also a few new technological developments under tests and development. Both
millimetre wave and backscatter have been approved as safe for passengers in the USA and meet American
health and safety standards (TSA, 2012). They also form part of the American layered security approach. In
Europe, however, after a long period of tests, following the Commission Implementing regulation (EU) No
1147/2011 of 11 November 2011 amending Regulation (EU) No 185/2010 implementing the common basic
standards on civil aviation security as regards the use of security scanners at EU airports, the security scanners
which do not use ionising radiation have been accepted to be used at EU airports (in line with the Impact
Assessment on the possible use of security scanners at EU airports). The approval for use of the X-ray
backscatter and X-ray transmission imaging technology in the EU has been postponed until the impacts on
human health are researched and the technology is confirmed to be safe.

Biometric security measures include retinal scans that enable identification of persons based on a unique set of
identifiers such as fingerprints and iris scans. The development of these technologies is very recent (TSA,
2012). This technology is still under development and in the testing phase (deployed at a number of UK
airports).

2 Regulation (EC) No 2320/2002 of the European Parliament and of the Council of 16 December 2002 establishing
common rules in the field of civil aviation security (OJ L 355, 30.12.2002) lays down European common standards for
aviation security. Other relevant documents include the Annex 17 of the Chicago Convention. For further harmonization
of the European rules, additional acts of implementing legislation were implemented. The 'One-stop security' in the
European Union is a result of the common regulatory framework.
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Bottled liquid scanner (BLS) screening systems are used for medically necessary liquids as well as liquids and
gels at small quantities transported by passengers (deployed and tested at selected airports). The next
generation BLS use light waves to screen sealed containers for liquid explosives.

Explosive detection systems (EDS) are used for screening passenger checked in and carry-on luggage. EDS
equipment captures images of each bag and check if a baggage contains items that could be a potential threat.
In case the system identifies such a potential threat, the bag is than checked by security officers at the airport
at stake. In case a threat is confirmed, dedicated forces might have to be called in to prevent a security
incident. At many European airports, especially hubs, these systems are automated. The industry is working
on the development of new more efficient ones having more detecting capabilities.

Explosives Trace Detection (ETD) is technology used in order to detect traces of explosives both on baggage
as well as on passengers. ETD is extensively used at many European airports and is part of the security onion
approach as well as the layer approach used in the USA (TSA, 2012).

6.2. People

Aviation security relies on well trained and thoroughly selected people. The dedicated security staff working
at airports is the selected group that assesses the risks, operates security equipment, etc. The security staff is
crucial for maintaining high aviation security levels. It is not, however, the only group upon which the
security relies. The people working for various stakeholders are also important part of the security system.
The personnel of ground handling agents, the airport services employees, the airline employees have all basic
training on security aspects and specific issues relating to their specific jobs. The Bemosa study aims at
optimizing security and saving costs by minimizing false alarms and maximizing continuity of airport
operations (Bemosa project, 2011). The preliminary results of the study stress the importance of development
of realistic training based on actual behaviour in “normal” and “crisis” situations as well as better match
between procedures and actual behaviour.

Passengers do not receive any security training. Being alert and resistant, however, can become crucial in
preventing a security accident. According to (Smith, 2007), the passenger is the single security layer that is
not costly and can prevent a repetition of events such as 9/11 accidents.

6.3. Other measures

The paperless boarding pass is a pilot tested by selected major European airports and airlines. The system
enables the passengers to use their mobile phones or personal digital assistants (PDASs) to present their
boarding pass in an electronic form. This system enables the passengers to save paper and time needed for
printing the boarding pass and increases the ability to detect fraudulent boarding passes.

Threat Image Projection (TIP) is used throughout European airports. The security staff is tested on a daily
basis whether they can detect explosives or weapons with the use of X-rays. This is done in order to make sure
that the security staff is alert and does not fall into a routine trap. This provides additional basis for the
assessment of staff as well as continuous improvement of the system.

Sniffing dogs are one more element in the overall system that is used to maintain high security levels. They
are trained to detect not only drugs but also explosive materials.

7. Technology Deployment & Standards

As described above, the security system encompasses a number of advanced security measures. The
equipment used for security protection differs significantly from airport to airport and its deployment depends
on many factors. The deployment of equipment throughout airports in Europe is not even. Some airports use
and test the most advanced technologies while others use mainly the well-established ones. Different security
measures and procedures apply for example for flights to the USA or Israel from flights within the Schengen
zone. The size of the airports differs significantly and, the time needed for security checks can differ as well.
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Some airports, therefore, require more advanced technologies in order to be able to handle the increased
number of passengers more efficiently while maintaining high security levels. This is often done with the use
of the newest technological developments. According to IATA the acceleration in the deployment of next
generation EDS, ETD, X-ray, and magnetometer equipment is key to maintaining high security levels at
European airports (IATA, 2012).

The equipment implemented at European airports is certified by certification bodies selected and appointed by
the European Civil Aviation Conference (ECAC). For example X-rays have been in use for many years now
and standards and procedures for their use have been extensively tested and established. As for the new
technological developments, such as the imaging technology, the standards are developed by producers while
the certifying and conformity assessment bodies test the equipment and verify it against producers criteria but
in fact, the users are often unable to confirm the performance of the equipment as described by producers.
Additionally, due to lack of uniform standards for different countries, the producers often have to adapt each
product to the needs of a specific client and certification body. This increases the costs of the product
development.

The level of deployment of the new technological developments differs per Member State while “one stop
security check” rule applies in the Schengen area of the European Union. The new technological
developments can help in maintaining high security levels, while European wide standardization and
deployment is under development.

8. Passenger Perspective & Acceptance

Over time, the security checks of the passengers have become more complex and in some cases longer. While
various stakeholders are involved in maintaining high security levels in aviation, the passenger perspective
might impact his or her decision on which airport or mode of transport to choose. In this way security quality
and security costs also touch upon the issue of airport competition.

The goal of the airport security officer should be to maintain high security levels as well as to enable
passenger facilitation. Airport security and facilitation is currently one of the main topics addressed by IATA,
the syndicate of the airlines via its Passenger Experience Management Group (PEMG) and Airport Council
International (ACI) via its Security Facilitation Committee (IATA, 2012).

The passenger acceptance of aviation security measures as well as the passenger privacy (Abeyratne, 2010),
(Frimpong, 2011) have recently been heavily debated in media with respect to the newly developed imaging
technology. It resulted in the changes in the technology and privacy issues related to this technology. As a
consequence, the images from the equipment are nowadays sent to a separate room where a dedicated person
can review them. The images do not show any intimate body parts but enable the detection of any materials
that are placed on or within the body. Finally, the images are not stored for longer than for the time needed to
assess the image. In Europe the studies on the acceptance of this technology conducted in the UK, NL and
Finland show that security scanners are regarded to be a less intrusive method than full hand search (EC,
2011). It is important, however, that the passengers are satisfied with the services, including the security
related processes. The customer satisfaction has been analysed in the literature. According to (Hunter, 2011)
“smiling customer service within the airline industry builds customer loyalty, fosters profits, and helps reduce
air rage”. His conclusions are that the outcomes of his study could be used to construct training programs that
support developing airline personnel in particular areas of customer service, including frontline staff, flight
attendants, and security personnel. The subject of the risk perception has also been reviewed extensively by
Kaplan et al. (1974), Greco (1989), Yates (1992), Slovic (2000). The subject of the passenger perception of
the security measures and procedures in relation with the actual security levels is addressed in a very limited
number of publicly available scientific articles. A recent research project conducted for the EC (Briick, 2007)
identifies a number of substantial gaps in the transport security research. Among others these include the
human drivers of insecurity.

9. New concept - Checkpoint of the Future by IATA
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The current security checkpoint concept relies on a number of different security measures while the passenger
has to put the liquids together in a plastic bag, take out his electronic equipment from his carry-on luggage,
take off his jacket, shoes, belt or watch, go through a metal detector or other detectors, etc. This process is
lengthy and not very enjoyable to the passengers. IATA is currently developing the so called “Checkpoint of
the future”. The new concept is based on a three security lanes concept that would feature embedded
screening technologies defined by the level of risk associated with the passenger (IATA, 2012). The
passengers who have registered and completed background checks would have expedited access while for the
passengers for whom there is less information available or are at higher risk or have been randomly selected
would have to go through more detailed screening. This concept relies on technology that is currently under
development and which would enable the travellers to go through automated corridors without the need of
taking any clothes off or putting their luggage on a separate belt for scanning. This concept would heavily rely
on technology but should increase the passenger experience.

As described by Jacobson et al. (2009), there is a need for designing more flexible and agile security screening
operations, balancing technology and human approaches to security operations, and using intelligence to focus
appropriate levels of security resources on both stopping terrorists and stopping tactics.

10. Further Research

According to IATA, technology used for maintaining high security levels in aviation must be cost-effective.
There is only a few number of studies that analyse the economic impacts and cost effectiveness of selected
aviation security measures in the US (Hobijn, 2002; Stewart & Mueller, 2008A; US Government
Accountability Office, 2009; Jackson et. al., 2011) and Australia (Stewart & Mueller, 2008B). There is,
however, a very limited number of studies that would analyse the costs and the benefits of the European
security measures. There are only few national studies in this field (Akhtar, 2010; UK Department for
Transport, 2010; EC, 2011). Ten years after 9/11 the aviation industry is impacted by not only increasing fuel
prices and environmental compensation but also by the increased costs of security. Before 9/11 the overall
security costs borne by the airlines and passengers constituted 5-8% of the operating costs of the airlines while
nowadays they are at the level of 32-35%. According to (Anderson, 2006) we do not know much about the
costs and the benefits of security.

There is no Cost Benefit Analysis of the security measures and the overall system conducted so far for
Europe. The detailed costs of security in Europe are also somehow neglected in the existing literature.

The aviation security can be broken down into the three I’s of screening: Items (threats), Identity (passengers),
and Intent (people) (Jacobson & Lee, 2010). The European wide security approach should focus not only on
further technological improvements, but be much more oriented on people and flexibility of procedures.

Finally, little is known on the current perspective of passengers on the existing security measures as well as
their perception on the current security levels. It is unclear how security accidents and incidents impact the
human drivers of (in) security. It is proposed, therefore, to conduct a survey among passengers at one of the
European leading airports to analyse the human drivers of insecurity in aviation.

11. Conclusion

The aviation security system in Europe has developed over time and it is important that this development is
continued in a comprehensive way. The new concepts are under development. They are, however, heavily
based on the technology rather than on people or information. The new technological developments can help
in maintaining high security levels, but it is crucial to ensure equal focus on intelligence gathering as well as
improved passenger experience. With current crisis and budget tightening every policy, the security policy
will, come under increased scrutiny to yield benefits for the costs made. It is an issue that will be crucial for
many years to come, at least until 2020. The costs made and benefits of the EU aviation security measures
have not been thoroughly analysed so far. Before taking future decisions on making capital intensive
investments, such an analysis should be done. Passenger experience as well as perception of (in)security
should be analysed and taken into account in designing the systems and considered in the CBA research.
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The terrorist activities enter new areas and become more challenging. The existing security policy in
European aviation is rather reactive than proactive. There is a need for flexibility in designing the systems and
operations in order to ensure high security levels.
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Abstract

This paper studies competition between air transport and high-speed rail (HSR). While airlines are assumed to
maximize profit, HSR may maximize a weighted sum of profit and social welfare. We show that both airfare
and HSR fare fall as the weight on welfare increases, while airfare decreases, and rail fare increases, in the
airport access time. Furthermore, airfare decreases in the rail speed if the marginal cost of HSR with respect to
the rail speed is not too large. On the other hand, whether rail fare increases in the rail speed depends on the
marginal cost of HSR with respect to the rail speed as well as on the welfare weight. We further compare
prices, profits and welfare between “with price discrimination” in which airlines price discriminate business
from leisure passengers and “without price discrimination”. Welfare in the HSR system can be either higher or
lower with price discrimination: In particular, the welfare is higher under price discrimination when the travel
benefit difference is sufficiently larger than the time value difference between business and leisure passengers.

Keywords: Air transport; High-speed rail; Bertrand competition; Hotelling line; Price discrimination

1. Introduction

The first modern high-speed rail (HSR) went into operation in 1964 in Japan: the route between Tokyo and
Osaka with a maximum speed of 210 km/h was very successful. In 1976, British Railways opened an HSR
line between London and Bristol. France commenced the operation of its first HSR between Paris and Lyon in
1981. Since then, many European countries have built HSR lines, including Spain, Germany, Italy, Belgium,
and the Netherlands." In Asia, South Korea started its first HSR line between Seoul and Daegu in 2004 (which
later was extended to Busan), and Taiwan started its first HSR service between Taipei and Kaohsiung in 2007.

Yet, the most ambitious HSR development so far is in China: Its original plan, first elaborated in a National
Development Plan in 2003, was to build a 12,000 route-km HSR network by 2020, based on a network of four
vertical and four horizontal trunk lines. The stimulus package launched by China in 2008 to mitigate the
impact of the global financial crisis has more than doubled the investment funds available for railways for
2008-2010, enabling the Ministry of Railways to accelerate the HSR construction. The total investment in the
HSR network is about USD 300 billion. As a result, the completion dates of several projects have been
brought forward, and it is now planned to complete construction of 42 HSR lines by 2012, amounting to
13,000 km HSR coverage by 2012. This will give China the world’s largest and most modern HSR network.

In this paper we investigate competition between air transport and high-speed rail. As train speeds become

! According to a recent report by the World Bank (Amos et. al., 2010), total length of dedicated HSR lines in Europe was,
as of July 2010, about 5,500 km.
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faster, HSR is likely to impose significant competitive pressures on air transport. Janic (1993) finds that HSR
can compete with air transport over a relatively large range of distances from 400 to over 2,000 km.
Rothengatter (2011) finds that fierce competition between air transport and HSR may occur on routes with
distance up to 1,000 km, mostly likely between 400 and 800 km. In China, for example, all the flights between
Zhengzhou and Xi’an (505 km) suspended in March 2010, 48 days after the opening of HSR service, while
daily flights on the Wuhan-Guangzhou route (1,069 km) reduced from 15 to 9, one year after the HSR entry
(Fu et al. 2011).

In particular, we consider a differentiated Bertrand duopoly in which two ends of the Hotelling line represent
air transport and high-speed rail respectively. An important feature of our analysis is that air and rail operators
can have different objective functions. With worldwide deregulation in the airline industry, airlines are, not
surprisingly, profit maximizers. Due to the huge capital requirement, on the other hand, HSR networks around
the world are typically invested or co-invested by governments. While governments may want to maximize
social welfare, rail companies or authorities typically need to recover their costs. In other words, unlike
airlines, the objective of HSR operators is likely to be a weighted sum of welfare and profit.

By first assuming homogeneous passengers, we show that both airfare and HSR fare fall as the weight on
welfare increases, while airfare decreases, and rail fare increases, in the airport access time. We further find
that airfare decreases in the rail speed if the marginal cost of HSR with respect to the rail speed is not too large.
On the other hand, whether rail fare increases in the rail speed depends on the marginal cost of HSR with
respect to the rail speed as well as on the weight on welfare in the HSR’s objective function. In particular, we
find that the only constellation where the rail fare decreases in the rail speed is when the marginal cost of HSR
with respect to the rail speed is sufficiently small and the weight of welfare is sufficiently large.

We then extend the analysis to the case of heterogeneous passengers. In practice, passengers can be roughly
divided into two groups: business and leisure travelers, with each group of passengers having different travel
benefits and different values of time. Specifically, business travelers are expected to have higher travel benefit
and higher time value than leisure travelers. We find that if airlines do not price discriminate business
passengers against leisure passengers, then our main results obtained with homogenous passengers continue to
hold. Next, we compare prices, profits and welfare between “with price discrimination,” in which airlines
engage in price discrimination between business and leisure passengers, and “without price discrimination”.
We find that the profit of air transport is higher with price discrimination than without price discrimination,
while the profits of HSR remain unchanged. Furthermore, welfare in the HSR system can be either higher or
lower with price discrimination: In particular, the welfare is higher under price discrimination when the ratio
of travel benefit difference over time value difference is larger than a critical value.

Adler et. al. (2010) use a game theoretic setting to analyze competition between air transport and HSR in the
medium to long distance transport market. They assume that airlines and HSR maximize their own profits.
From the European case study, they conclude that the European Union (EU) should encourage the
development of the HSR network across Europe. Rothengatter (2011) finds empirical evidence in EU on the
competition between air transport and HSR, and points out the possibilities to increase the competitive power
of HSR. By using the stated preference survey method, Park and Ha (2006) find that the opening of the first
HSR line in South Korea has a significant impact on the domestic air transport industry. By applying
experimental techniques to analyze the competition between air transport and HSR, Gonzalez-Savignar (2004)
finds that HSR has a significant impact on the market share of air transport. Simulations reveal that total
journey time is the most important determinant of market share. Roman et al. (2007) analyze the competition
of HSR with air transport based on mixed revealed and stated preference data between Madrid and Barcelona.
They obtain different willingness-to-pay measures for service quality improvement. While all the above
papers utilize empirical or survey data to study the impact of HSR on air transport, our paper is purely
analytical with the use of a Hotelling (differentiated Bertrand) model. Another distinct feature of our paper is
that the objective of HSR is to maximize a weighted sum of welfare and profit rather than just profit.

The paper is organized as follows. Section 2 sets up the basic model. In Section 3 we solve the equilibrium
results and examine the effects of welfare weight, airport access time and rail speed on airfare and HSR fare.
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Section 4 extends the basic model to a more general setting which models two types of passengers and price
discrimination. Finally, Section 5 contains concluding remarks.

2. Basic Model

Consider a competition model between air transport and high-speed rail (HSR) on a route. Total journey time
is the sum of access time and travel time

’[_:a.+—, (1)

where | is the route length, s; is the speed of transport mode i and ¢ is the corresponding access time with
i=a (air transport) or i=r (HSR). (Note that the access time in the model includes the time of both
accessing to and egressing from, the transport terminals.) It is reasonable to assume that o, > «, and s, > S, .

Furthermore, we consider s, to be a constant: s, is close to the speed of sound and has been relatively stable.

On the other hand, rail speed can vary a lot and in practice, there are active debates on how fast HSR should
be. Thus, s, may be considered as a variable. Same as Adler et al. (2010), we shall consider medium to long

haul routes such that t, >t_, i.e. total journey time is shorter with air transport than with HSR.

In the basic model, all the passengers are assumed to be homogeneous. The benefit of travel is b and the
value of time is v. The Hotelling model is adopted to capture the product-differentiation aspect of the two
transport modes. In particular, on the linear city line, air transport is located at 0 and HSR at 1. Consumers are
uniformly distributed between 0 and 1 and for simplicity; we assume that b is sufficiently large such that all
the consumers will travel. Passengers located at X are indifferent between taking air transport and HSR:

b-p,-v-t,—7z-x=b-—p,-v-t,—7-(1-x) >0, 2

where p, is the price of transport mode i, and the disutility parameter 7 measures disutilities other than
value of time (e.g. comfort, safety).

The total market size is normalized to 1, and so the profit of air transport is

7, = (Pa —C)x—f., ©)
where f, is the fixed cost, and c, is the unit operating cost. Similarly, the profit of HSR is

7 =(p, —¢)A-x)—f, (4)
where f, is the fixed cost, and Cc, =c,(s,) is the unit operating cost, with

oc
—>0. 5
= ®)

r

While it is reasonable to assume that airlines maximize profit by choosing price p,, the HSR operator may
take also consumer interests into account in its decision making. The consumer surplus of HSR passengers is

Cs, = (b-p, vt —z(L-y))dy. (6)
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It follows that social welfare in the HSR system is

W, =7, +CS, . (7)
We consider that by choosing its price, HSR maximizes a weighted sum of welfare and profit:
MW, +(1-0)x, , (8)
where 0 <6 <1 is the weight on social welfare.

3. Effects of Welfare Weight, Access Time and Rail Speed

It is straightforward to derive the equilibrium solutions for the basic model described in Section 2 (* for
equilibrium):

p, = ﬁ(%a +2¢, +67+2(t, —t,)v—0(2b+47+3c, —2t,V)), 9)

p, = ﬁ(ka +4c, +67-2(t, —t,)V—0(4b+3r+c, — (5t —t,)v)), (10)

« 1

X = c, —C,+3r+(t —t,)v—0(b+2r—c, —t,V)). 11
(6—50)7,'( r a T (r a) ( T a a )) ( )

In the above solutions we have implicitly assumed
0<x <1, (12)

*—Vta—TX*ZO, (13)

b-p,
where (12) guarantees that both transport modes exist in equilibrium, and (13) means that both transport
modes compete directly with each other; and all the passengers travel and receive nonnegative payoffs.?
Inequalities (12) and (13) require that

C G 3r 4t LV _p G oCt3rH(t L)V (14)
b—3r—c, —Wt, b+2r—c, -,
g 3@-c ¢, —3r-(t V) (15)

2(b—3r—c, —wt,)

In what follows, the parameters are thus assumed in the ranges where (14) and (15) hold. First, we examine
the effect of welfare weight & on the equilibrium airfare p, and HSR ticket price p. :

Proposition 1. As the weight on social welfare increases, both airfare and HSR ticket price decrease.

Proof. Given that b is sufficiently large, it is straightforward to verify that

% This is a simplifying assumption that allows us to focus on the competition between air transport and HSR.
Alternatively, we may assume that b is sufficiently large such that air transport and HSR engage in direct competition
and all the passengers travel.
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op, 2

20 m(6b—3‘[—ca —5Cr —(Str +ta)V) <0, (16)
op; 4

L =- 6b—3r—c, —5¢c, — (5t +t,)v)<0. 17
o0 (6—59)2( T —C, r ( r+a) )< ( )

Q.E.D.
Proposition 1 is rather intuitive: As the HSR authority puts more weights on social welfare, the rail fare will
fall. In order to compete for passengers, the airfare will fall as well: note that the two “best response

functions” are positively sloped in the price dimensions.

Since the airport access time is a very important decision for policy makers, we investigate the impact of
access time to the airport on airfare and rail fare.

Proposition 2. Airfare increases in the airport access time, while HSR ticket price decreases in the airport
access time.

Proof. Taking the first derivatives with respect to the airport access time ¢, yields

o, _ 2(1-6)v

2 = <0, 18
oa, 6-50 (18)
a1 ( ,ot j=(2“9)">0. (19)
da, 6-50 a,) 6-50

Q.E.D.

Proposition 2 is expected: As the access time to the airport increases, the speed advantage of air transport
decreases, and so the HSR becomes more attractive. As a result, airfare will fall and HSR fare will rise.
Finally, we examine the impact of rail speed on airfare and rail fare:

Proposition 3.

(i) Airfare decreases in the rail

—-, i.e. the marginal cost of HSR with respect to rail speed is
os, s’

not too large. Otherwise, airfare increases in the rail speed.

_ (59-2)
oA

speed is not too small. Otherwise, rail fare decreases in the rail speed.

(ii) Rail fare increases in the rail speed |f , i.e. the marginal cost of HSR with respect to rail

Proof. Taking the first derivatives with respect to the rail speed s, yields

op, 2 [oc, (20)
os, 6-50\0as, s*)

B 1 (4% o s Rt (4% 5y 2)— (21)
0s, 6-50\ o0s, 0s, ) 6-560 85, S;

Clearly, we have
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(22)

o, _ (50-2)
os.  4s?

r

a£20c:>

oS (23)

r r

Q.E.D.

Proposition 3(i) says that as long as the marginal cost with respect to the rail speed is not too large, airfare
falls as the rail speed increases. The intuition can be explained as follows. The higher rail speed leads to
higher marginal cost, which puts an upward pressure on the rail price. Airfare also tends to increase as the rail
speed increases. On the other hand, as the rail speed increases, the speed advantage of air transport becomes
smaller, and so the higher rail speed puts a downward pressure on airfare. When the marginal cost is small, the
latter effect dominates the former effect.

Proposition 3(ii) says that the HSR ticket price is increasing in the rail speed as long as the marginal cost with
respect to the rail speed is not too small. Whether the rail fare increases in the rail speed depends on both the

marginal cost and the weight on welfare @. Note that when #<2/5, then dp, /&8s, >0 always holds.

Suppose @ >2/5, then dp, / &s, might become negative when oc, / s, is sufficiently small. The intuition

can be explained as follows. As the rail speed increases, the unit cost of HSR increases, and so the rail fare
tends to increase as well. When the weight on welfare is sufficiently large, the welfare-maximizing objective
puts a downward pressure on the rail fare. Hence, the overall effect of the rail speed on rail fare is not clear,
depending on which effect dominates.

To summarize the impact of the rail speed on the airfare and the rail fare, we have

aﬁw,a& oc, < (50 -2)vl

<0 when —

ds, 0s, 0s, 4s?

aﬁ>0,6&<OWhen —(56_22)VI<%<V—: (24)
0s, S, 4s; 0s, S

aﬂ>0,apa >0 when oc, >V—!,

0s 0s

r r r r

which is graphically illustrated in Figure 1: If the marginal cost of HSR with respect to rail speed is
sufficiently small (left upper corner), then both airfare and HSR fare decrease in the rail speed. If the marginal
cost is sufficiently large (rightmost part), then both airfare and rail fare increase in the rail speed. Otherwise
(middle part), HSR fare increases, while airfare decreases in the rail speed.

Figure 1: Impact of Rail Speed on Airfare and Rail Rare
(The horizontal axis is the marginal cost of HSR with respect to the rail speed, and the vertical axis is the weight on welfare)
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4, Extensions

In this section, we extend the basic model to a more general setting where there are two types of passengers:
the proportion £ € (0,1) are business passengers and the remaining 1— £ are leisure passengers. Let b, and

v,, denote the travel benefit and the value of time of business passengers, respectively. Similarly, the travel
benefit and the value of time of leisure passengers are denoted as b, and v,, repectively. It is reasonable to
assume that b, >y and v, >V, (see, e.g., Morrison, 1987; Pels et al., 2003; Czerny and Zhang, 2011).

If airlines do not price discriminate business passengers against leisure travelers, then the main difference
between the current setup and the basic model is that two Hotelling lines are now used (rather than just one
line as in the single passenger type): one for business passengers and the other for leisure passengers. To
differentiate with the basic model, we use “~” to denote the equilibrium solutions in the general setting. It can
be shown (superscript N for “no price discrimination”):

p. = ﬁ(% +2¢, +67+2(t, —t,)V—0(2b +47+3c, - 2t,V)), (25)
e 1 = _
= m(zca +4c, +67 - 2(t, —t,)V - 0(4b +37 +c, - (5, —t,)V)), (26)

g _ 26, =26, +67 -+ (t, —t,)(6v, —4V) - 0(2b + 4z —2c, —(5t, —3t, )V +5(t, —t,)v,) 27)

" 2(6—50)r '

g+ _ 26— 2¢, +67+(t, —t,)(6v, —4V) - 0(2b +4r —2c, —(5t, —3t, )V +5(t, —t,)v,)
b 2(6-56)r ’

(28)

where V = Av, +(1— B)v, and b = b, +(L— B)b, are the average time value and the average travel benefit,
respectively. Like the basic-model case, we have implicitly assumed that

o<V, V<1, (29)
b, — P, —Vit, =%, >0, (30)
b — P, —vit, —7%" >0. (31)

Comparing (9)-(10) with (25)-(26) reveals that the results of the basic model are still valid in the general
setting without price discrimination. It is straightforward to verify

Xrl]\l* _ KIN* — (tr _ta;(z\-lh _Vl) . (32)

Since v, >V, and t, >t_, it follows that X\ > X" : Compared with leisure travelers, business travelers have

higher time value and so are more likely to take the faster transport mode. On the medium to long haul routes
we are considering, air transport has shorter total journal time than HSR, and so business passengers are more
likely to take the air mode.

In practice, airlines often price discriminate the two passenger types: they charge higher price p,, to business

passengers and lower price p, to leisure passengers. On the other hand, HSR usually doesn’t price
discriminate:
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it charges p, to all passengers. For business passengers, we have
bh_pah _Vh'ta_T'Xh:bh_pr _Vh'tr_T'(l_Xh)' (33)

Business passengers located at X, are indifferent between the air and rail modes. Similarly, for leisure
passengers,

b—p,—Vvt,—7-x=b-p —-v-t—7-0-X). (34)
The profit of air transport is given by

7y = B(Pa = €)% + (1= B)(Py —C,)% — T, (35)
whereas the profit of HSR is

7. = p(p, —¢ )A=x,)+ A= B)(p, - )A-x) - f.. (36)
The consumer surplus of HSR passengers is

Cs, = A (b~ b, ~wt, ~7@-y))dy+ A=A, (b~ p, ~vit, 7L~ y))dy . (37)

Analogous to the basic model, airlines choose p,, and p, to maximize profit (35), while HSR chooses p,
to maximize the weighted sum of welfare and profit (8). The equilibrium results are:

5 - 8c, +4c, +127+(t, —t,)(6v, —2V)—O(4b +87 +6¢, — (5t, —t, )V +5(t, —t.)v,) (38)
" 2(6-50) ’

5 = 8c, +4c¢, +127+(t, —t,)(6v, —2V) — O(4b +87 + 6¢, — (5t, —t, )V +5(t, —t,)Vv,) (39)
4 2(6-50) ’

P, = ﬁ(zca +4c, +67 - 2(t, —t,)V - 0(4b +37 +¢, — (5, —t,)V)), (40)

g = 40, —4c, +127+ (1, —t,)(6v, —2V) - O(4b +8z —4c, —(5t, —t, )V +5(t, —t,)v,) 41)
" 4(6-50)r ’

g = 46, —4c, +127 + (t —1,)(6Yv, —2V) —0(4b +87 —4c, —(5t, —t, )V +5(t, —t,)v,) 42)
' 4(6-50)r '

Since the results of comparative statics in the general model with price discrimination are similar to, but more
complicated than, those in the basic model, they are omitted. It is more interesting to compare the equilibrium
results between “no price discrimination” (uniform pricing) and “with price discrimination”. First, the fare and
passenger demand comparisons are given below:

Proposition 4. (i) ﬁ: = f),f“*, i.e., the rail fares remain the same with or without price discrimination.

(i) P, <P < P, i-e. the airfare for leisure passengers is lower than the uniform airfare, which in turn is
lower than the airfare for business passengers.
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(i) X" <X <X <X\, ie., less business passengers travel by air transport with price discrimination than

under uniform pricing, while more leisure passengers travel by air transport under price discrimination than
under uniform pricing.

Proof. (i) It is easy to see that P, = p!'".

(ii) Subtracting p)” from f,, yields p,, — P~ :%(1—,8)(vh —v,)(t, —t,) >0. Subtracting f,, from P

we obtain P - f,, = %,B(vh —V,)(t, —t,) > 0. It follows that P, < p) < P,

ane - ~% ~N* - ~N* ~% 1 - ~F ~x
(iii) Subtracting X, from X\ yields %' — X, :E(l—ﬂ)(vh —V,)(t, —t,) > 0. Subtracting X, from X we

- ~F ~F 1 - ~ * ~% -

obtain X, — X =—(V, —V, - > 0. Subtracting X rom X, yielas

b h|4h|trta08b N | yield
T

~F

* 1 ~N=* ~% ~% ~N*
X —% = 4—T,B(Vh —V,)(t, —t,) > 0. Therefore, we have X" <% <X <X.". Q.ED.

Proposition 4 is mostly self-explanatory. In particular, part (ii) shows that the discriminating fare in the
business-passenger market always exceeds the uniform fare, while the discriminating fare in the leisure-
passenger market is always lower than the uniform fare. This is consistent with the findings of Holmes (1989),
who considered a differentiated Bertrand oligopoly and found that, price discrimination leads to a greater
price in the “strong market” and a lower price in the “weak market.”

Next, we examine the effects of airline price discrimination on profits and welfare in the HSR system.

Proposition 5.

Q) fz; > 7?;\'*, i.e., the profit of air transport is higher with price discrimination than uniform pricing.
(i) 7, =7, i.e., the profits of HSR are the same with or without price discrimination.
iy W~ >W"" if and only if

b, —b . 5t, +3t,

, 43
v, -V, 8 (43)

i.e., the welfare in the HSR system is higher under price discrimination than under uniform pricing if and only
if the ratio of travel benefit difference over time value difference is larger than a critical value given in (43).

Proof. (i) Subtracting 7.~ from 7, yields 7, — 7, = é,b’(l—ﬂ)(vh —-v)%(t, —t,)* >0.

(if) Since ﬁ:: f)rN*, we only need to compare the total numbers of HSR passengers. With price
discrimination, the total number of HSR passengers is A1-%)+(@-B)(L-X) . Without price
discrimination, the total number of HSR passengers is S(1— X ) +(@—B)(1—X"") . We have
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FA-%)+ A~ AA-%) - fA-Z) - (- AL-X")
= AR %)~ (- B)X — %) = BEY - %) (1- A — K (44)
~La-pw-wie -1)-2L s, -t 1) -0
T 47

In other words, the total number of HSR passengers with price discrimination equals to that without price
discrimination. It follows that 7, = 7" .

(iii) Subtracting W"" from W yields

W -WN" = (7 +CS])—(#"" +Cs'")=Cs, -Cs

BB~V (L, ~t) (b, —b 5t +3t, (49)
- 4z v, =V, 8 )
It follows that W," >W " if and only if (43) holds. Q.E.D.

Proposition 5(i) is intuitive: By price discriminating business passengers against leisure passengers, airlines
can earn more profit. As shown in Proposition 4(i), the rail fare under price discrimination is the same as that
under uniform pricing. Since HSR doesn’t price discriminate its passengers, we only need to compare the total
numbers of passengers in the HSR system. By Proposition 4(iii), more business passengers and less leisure
passengers travel by HSR with price discrimination than uniform pricing. It turns out that the total numbers of
passengers are the same in the two cases, and so the profits of HSR remain the same in the two cases.

Condition (43) simply means that the travel benefit difference between business and leisure passengers is
sufficiently larger than the time value difference between business and leisure passengers. Because more
business passengers and less leisure passengers travel by HSR under price discrimination than under uniform
pricing, it follows that total consumer surplus in the HSR system is greater with price discrimination if
condition (43) holds. Given that the HSR profits are the same, therefore, the welfare in the HSR system is
greater with price discrimination.

5. Concluding Remarks

In this paper, we have studied the competition between air transport and HSR. Airlines are assumed to
maximize profits, while HSR maximizing the weighted sum of welfare and profit. We find, with
homogeneous passengers, that the ticket prices of air transport and HSR decrease in the weight on welfare.
Furthermore, airfare decreases while rail fare increases in the access time to the airport. We also find that
airfare decreases (rail fare increases, respectively) in the rail speed when the marginal cost of HSR is not too
large (not too small, respectively).

The basic homogeneous-passenger model is then extended to a more general setting of two passenger types:
business and leisure passengers. In the general model, we examine two different cases depending on whether
airlines price discriminate business passengers against leisure passengers. Most results obtained in the basic
model are still valid in the general setting. By comparing the results between “with price discrimination” and
“no price discrimination”, we find that less business passengers travel by air transport with price
discrimination than under uniform pricing, whilst more leisure passengers travel by air transport under price
discrimination. Furthermore, the profit of air transport is higher with price discrimination than under uniform
pricing, while the profits of HSR remain the same. However, the welfare in the HSR system can be either
higher or lower. In particular, it is higher under price discrimination than under uniform pricing if and only if
the travel benefit difference is sufficiently larger than the time value difference between business and leisure
passengers.
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The paper has also raised several issues and avenues for future research. First, we have focused on the
competition aspect of air transport—-HSR interactions. In practice, air transport and HSR might cooperate with
each other to achieve a “win-win” situation. It would be an interesting direction to study both the competition
and cooperation issues involved in the air transport—-HSR interaction. Second, the objective of the government
is likely to maximize the overall social welfare in both air and rail systems. Some central or federal
governments might have the power or the influence to coordinate air transport and HSR. For example, the
government might step in to regulate the ticket price of HSR. It is therefore practically relevant to explore this
issue further.
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Abstract

This paper studies the market conduct of the three busiest routes dominated by the three largest airlines in
China. The competition strategies of the three largest Chinese carriers are found to be different from each
other. In general, the market behavior of Air China is consistent with that described in the Cournot solution.
Both China Southern Airlines and China Eastern Airlines demonstrate competitive behaviors somewhere
between Bertrand and Cournot. However, the former is closer to Cournot, whereas the latter is closer to
Bertrand. We find that the Cournot model seems consistent with the competition between China Eastern
Airlines and Air China. Our results suggest that Stackelberg competition develops with China Eastern
Airlines as the leader and China Southern Airlines as the follower. We also find that China Eastern Airlines
adopt low-price strategy to compete for market shares. Due to its lowest costs, Air China earns the highest
profits among the three airlines. We also find that the competition among the three carriers becomes more
intense over time.

Keywords: Market conduct, Conjectural variations, Air transport, Chinese airline industry

1. Introduction

China is the largest civil aviation market in Asia. Owing to the rapid development of the Chinese airline
industry, Asia-Pacific overtook North America and became the largest global aviation market in 2009. That
same year, data from the International Air Transport Association (IATA) showed that 647 million people in
the Asia-Pacific region traveled by plane, surpassing the number of air passengers in North America for the
first time. Brian Pierce, the IATA chief economist, said that more than half of the global aviation industry
profits in 2010 came from the Asia-Pacific region, a phenomenon largely attributed to the strong growth in the
Chinese market (Peirce, 2011). The aviation market in China attracted the attention of many international
carriers, but failed to generate interest from the academe. We aim to fill this gap through this paper. To the
best of our knowledge, this article is the first empirical study on the market structure and competitive behavior
of the Chinese airline industry based on route-specific and firm-specific panel data.

In recent years, deregulation and consolidation of the Chinese airline industry led to the emergence of many
local carriers and three major state-owned airlines, which are Air China (CA), China Eastern Airlines (MU),
and China Southern Airlines (CZ). These three major carriers have had a domestic market share of about 80
per cent since 2000. By the end of 2010, the three big carriers had a share of about 84 per cent of the total
number of domestic air passengers. The three airlines compete against each other and overlap one another’s
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traditional base cautiously. The economic data show that their profits experienced large fluctuations in the last
several years. Debates center on the issue of whether the competition among the Chinese airlines is excessive,
or whether the airline industry is becoming too concentrated. In this paper, we empirically investigate the
market structure and competitive behavior in the Chinese airline industry by employing a “conjectural
variations” approach.

We will focus on the three busiest airline routes that link Beijing, Shanghai, and Guangzhou. The three
megacities have four of the largest hub airports in China, namely, Beijing Capital International Airport,
Shanghai Pudong International Airport, Shanghai Honggiao International Airport, and Guangzhou Baiyun
International Airport. The routes in these three cities are the busiest in China, and the headquarters of the three
major airlines are located in these three cities, namely, CA in Beijing, MU in Shanghai, and CZ in Guangzhou.
From the Statistical Data on Civil Aviation of China published by the General Administration of Civil
Aviation of China (CAAC, 2001-2011), we find that the total capacity of the four airports has been
accounting for around 35 per cent of all airport capacity in China since 2000. The three routes linking Beijing,
Shanghai, and Guangzhou are very profitable, resulting in all airlines wanting to operate flights on these
routes. These routes have now been dubbed as the “golden routes.” To some extent, competition among the
airlines on these routes is a microcosm of the tight competition in the entire Chinese market. The distribution
of airline market power in these routes also reflects the market power in the whole market.

This article estimates the market conduct parameters of the three busiest Chinese airline routes that are
dominated by the three major carriers, and aims to identify the market strategies and competitive behaviors of
the three carriers. Our main finding is that the competition strategies of China’s three largest airlines are
distinct from one another. In general, the market behavior of CA follows the Cournot model. The competitive
behaviors of both CZ and MU are between Bertrand and Cournot. However, CZ behaves closer to Cournot,
whereas MU behaves closer to Bertrand. This finding is distinct from what was obtained from the airline
literature. A common conclusion found in the literature is that airlines are generally engaged in Cournot
competition (Brander and Zhang, 1990, 1993; Oum et al., 1993). By contrast, our results show that the
competition behaviors of both CA and CZ are reasonably close to the Cournot behavior, but the market
behavior of MU is closer to Bertrand. We find that on the Shanghai—Guangzhou route, Stackelberg
competition develops, with MU as the leader and CZ as the follower. On the Beijing—Guangzhou route, our
data supporting the Cournot model seems consistent with the competition between CZ and CA. We also find
that MU adopts a low-price strategy to compete with its rivals and to expand its market share. By keeping the
costs low, CA is able to achieve the highest profits among the three airlines. We further show that the
competition among the three airlines grows more intense over time.

The New Empirical Industrial Organization (NEIO) provides econometric techniques to study market conduct
and market power by estimating parameters of conduct (referred to as conjectural variations or “CV”). The
estimated values of conduct parameters can contribute to the empirical evidence on certain market behaviors,
such as Cournot, Bertrand, and cartel. The CV approach has been widely used in many fields. Iwata (1974)
provides a way to measure the numerical value of the CV, which is then applied in the study of the Japanese
flat glass industry. Appelbaum (1979, 1982) applies a CV approach to the U.S. crude petroleum and natural
gas industry, as well as the rubber industry. Hwang and Mai (1988) also use a CV method to examine the
equivalence of tariffs and quotas. Azzam and Rosenbaum (2001) apply CV to the US Portland cement
industry. Song et al. (2004) and Lopez de Haroa et al. (2007) use CV models to analyze agents’ behavior in
electrical power markets.

A number of empirical studies employ CV to investigate market power in the airline industry. Brander and
Zhang (1990), by calculating the conduct parameters for 33 Chicago-based airline routes for the third quarter
of 1985, determine that the Cournot model seems more consistent with the data than with the Bertrand or
cartel models. Brander and Zhang (1993) also examine the dynamic interaction between United Airlines and
American Airlines using a more accurate estimation of CV. In the study by Oum et al. (1993), the values of
CV indicate that the duopolistic conduct lies between Bertrand and Cournot behavior, but much closer to
Cournot. In the study of airport-pair markets from Atlanta by Fisher and Kamerschen (2003), the conduct in
most airport pairs is found to be consistent with the Cournot solution. Fageda (2006) examines airline
competition through the estimated values of CV using data from 67 air routes. The Spanish airlines are found
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to behave in a less competitive way than is implied by the Cournot solution. Murakami (2011) investigates
oligopolistic competition between full-service carriers and low-cost carriers in Japan by deriving the CV.
Mizutani (2011) describes the merger effects on the competition structure of the Japanese air transportation
market using conduct parameter, and provides empirical evidence of a leader-follower relationship among
three carriers before the merger and an equal competitor relationship between two carriers after the merger.

The paper is organized as follows. Section 2 provides an overview of the market power of the three big
airlines. Section 3 presents the empirical model of the market structure and the main idea of the econometric
methodology. Section 4 gives the estimation results. Finally, Section 5 offers concluding remarks.

2. Overview of Airlines’ Market Power

Three major state-owned airlines in China have dominated the domestic aviation market for many years. The
routes linking Beijing, Shanghai, and Guangzhou are the most important in China. All the airlines want to
have flights on these routes, as they are very profitable. However, the three major airlines have been
dominating these routes.

The average number of domestic passengers of the three major airlines on the three routes was calculated
using quarterly data. In 2009, the market share of the three airlines was around 80 per cent in every quarter of
that year. The market share increased from 79.9 per cent in the fourth quarter of 2009 to 94.1 per cent in the
first quarter of 2010. This increase is not surprising because two mergers were completed in the first quarter of
2010. On January 28, 2010, MU completed the acquisition of Shanghai Airlines. On March 22, 2010, CA held
a 51 per cent stake in Shenzhen Airlines. The market share of the three major airlines increased after the two
consolidations. By merging and restructuring, the three airlines increased their market shares to around 95 per
cent during the first quarter of 2010 and the second quarter of 2011, as shown in Figure 1.

Figure 1: Market Shares of the Three Major State-Owned Airlines
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Source: http://www.carnoc.com (quarterly data)

We now look at the data of each company. During the first quarter of 2010, the percentages of connecting
revenue passenger kilometers (RPKSs) on the three routes of CA, MU, and CZ were 30 per cent, 27 per cent,
and 37 per cent, respectively. The three companies seemed to share and control the market equally. However,
a new scenario emerged after examining the data of each city-pair route.

Table 1 shows that the Beijing—Shanghai route is dominated by CA and MU, the Beijing—Guangzhou route is
controlled by CA and CZ, and the Shanghai-Guangzhou route is dominated by CZ and MU. The market share
of every dominant carrier is over 30 per cent on each route. Through a simple calculation, the market share of
two dominant airlines is around 90 per cent on each route. Therefore, a very high market concentration on the
three routes is evident. The three major airlines control the whole market. However, each city-pair route is
characterized by duopoly.
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Table 1: Percentages of Connecting Rpks on the Three Routes

Routes Carriers | 2010 1 2010 2 2010 3 2010 4 2011 1 | 2011 2
Beijing- CA 0.366 0.375 0.329 0.339 0.343 0.349
Shanghai Cz 0.026 0.023 0.025 0.026 0.027 0.023
MU 0.556 0.548 0.605 0.586 0.572 0.568
Beijing- CA 0.431 0.408 0.383 0.386 0.396 0.391
Guangzhou CZz 0.478 0.498 0.541 0.528 0.51 0.529
Shanghai- CA 0.062 0.081 0.098 0.083 0.1 0.065
Guangzhou Cz 0.384 0.391 0.413 0.416 0.398 0.423
MU 0.554 0.528 0.490 0.501 0.502 0.512

Source: http://www.carnoc.com (quarterly data)
(Note: MU does not operate direct flights between Beijing and Guangzhou)
3. Modeling

The degree of market concentration on the three big routes is very high. In theory, a small number of
oligopolies gain high profits by limiting production outputs to keep the prices high. However, in practice, we
do observe that some firms adopt low prices to compete with their rivals. Using a CV approach, oligopolistic
competition among the three major airlines is modeled in this section, with the aim of finding out the
corresponding types of competition the three airlines have engaged in.

3.1. Conduct Parameter

Assume that the three major state-owned airlines supply a homogeneous product on the same route. Recall
that on each route, only two out of the three major airlines offer flights. In fact, even on the same route,
different airlines offer different products, but drawing a distinct distinction among them is fairly difficult.
Moreover, these airlines are all owned by the Chinese government, with their stocks listed on the stock
exchange. Leadership and staff are often transferred from one airline to another, implying a slight difference
in management capabilities and service levels among these three. Therefore, considering the flights provided
by the three carriers on the same route as homogeneous is not unreasonable.

We first define the conduct parameter in the duopoly case. Let g, be the quantity supplied by firm i, where
i=12.Then Q= % +0o is the total output. Let p = p(Q) be the inverse demand function, and C;(q;) be the
total cost of firm i . The profit function of firm i can be written as

7 = p(Q)g; —C; () - @
Following Brander and Zhang (1990, 1993) and Oum et al. (1993), the conduct parameter is defined as

d_Q 3 p—MCI
dg; p

n
5 ()

where 7 =—(dQ/dp)(p/Q) is the price elasticity of demand, S; =q; /Q is the market share of firm i, and

MC; is the marginal cost of firm i. Different values of dQ/dg; represent different types of oligopolistic

competition. In the duopoly case, if the two firms have the same costs, then 0, 1 and 2 represent Bertrand
competition, Cournot competition and cartel case, respectively. Larger values of dQ/dg; indicate a more

collusive conduct of firm i.

The conduct parameter is determined by the price, market share, marginal cost, and price elasticity of demand.
As is defined, the conduct parameter increases in price and price elasticity, and decreases in market share and
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marginal cost. The price and market share can be calculated directly from the statistical data; however, the
marginal cost and price elasticity of demand must be estimated.

3.2. Marginal Cost

The estimated value of the route-specific marginal cost for each carrier is obtained using different methods.
Fischer and Kamerschen (2003) and Mizutani (2011) first estimate a translog total cost function, and then
approximate the route-specific marginal cost for each carrier. However, this method cannot be applied in this
study because of some data issue. In China, the average annual salary per employee and some other costs are
not available to the public. Another way to approximate route specific marginal cost for each carrier is
proposed by Brander and Zhang (1990, 1993), Oum et al. (1993), and Murakami (2011). They use this
methodology to estimate the route specific marginal cost for each carrier. They define the per-passenger cost
of airline i on route k in period t as

mct, =cpm{ (D, / AFL) D, , 3)

where Dy is the distance of route k, AFL't is the average length flown by carrier i in period t, cpm»: is the cost

per passenger-mile of carrier i in period t, and @ is an unknown parameter in the cost function that ranges
from O to 1. Based on several studies in the airline literature, Brander and Zhang (1990, 1993) use 4=0.5.
Based on the data of American core airports, Oum et al. (1993) statistically estimate & =0.43 using the
maximum likelihood estimation method. Using the nonlinear least squares method, Murakami (2011)
calculates that @ = 0.374 in the Japanese airline industry.

Previous theoretical and empirical researche suggests that the value of ¢ is about 0.5, but this value varies in
different countries. Below is a formal derivation for estimating ¢ . Using Egs. 2 and 3, we obtain

| _{om @, /AR D

Pkt i 4)
n—(dQ/ dgj)sy,

Eqg. 4 can be transferred into

Iny+Incpm{ +InD, ~In pt. = 6(n D, ~In AFLE) +In(y — (dQ/ dgy)st, ) (5)

Let yli<t =Inn+In cpmg +1In Dk —In pli<t' Xli<t =1In Dk —In AFLE[ and Cli<t = In(n—(dQ/dqi)slid) .

Denote ¢ = mean(cli(t) ,and let gliq = Cli<t —c. Then Eq. 5 can be rewritten as:

yli<t =9x|i(t +c+g|i(t . (6)

If we know the estimated value of 7, we can calculate the value of @ using ordinary least squares (OLS). In
next subsection, we explain how to estimate the elasticity of demand.

3.3. Elasticity of Demand
To estimate the elasticity of demand, the demand functions are generally specified in log-linear or semi-

logarithmic forms (Tretheway and Oum, 1992; Fisher and Kamerschen, 2003; Fageda and Fernandez-
Villadangos, 2009). Taking the log-linear form, we specify the following demand function:
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In(th) = b0 —7nin Pyt +aln POPkt +fIn INth +7In DIST,

7
+(pEXPO+/118pring +/128ummer +23Autumn, 0

where Qut is the total passenger transport (passenger-km) on route k in period t, p,, is the average price,
POR is the total population of the two cities linked by route k, INC, is the per capita income of the two

linked cities, DIST is the distance of route k, EXPO is a dummy variable, which equals one on Shanghai-

based routes during the Shanghai Expo period, and Spring, Summer and Autumn are dummy variables for the
seasons.

Price and population are two essential variables of a demand function. Income per capita reflects the wealth of
residents and affects the market demand. The coefficient of price is expected to be negative, whereas the
coefficients of population and income are expected to be positive. The longer the travel distance, the more
time can be saved using air transport compared with other transport modes. Hence, route distance has positive
effects on passenger demand. The Shanghai Expo is a great boost for the Chinese civil aviation industry; thus,
the dummy variable for the exposition should be included. Moreover, seasons are expected to have significant
effects on passenger demand. In China, spring is generally considered as a slow season, whereas autumn is a
busy season and is expected to have a positive impact on demand.

4, Empirical Results

The sample used in the empirical analysis includes observations on the three major domestic airlines in China
from January 1, 2010 to June 30, 2011. The data used is a route-specific panel data set of the three busiest
routes in China, the frequency of which is quarterly.

Information about the number of passengers on different fare classes carried by the given airline on each route
has been obtained from the computer reservation system of TravelSky Technology Limited. The passenger
demand data are restricted to non-stop services. The fare information is obtained from the Chinese Airfare
Information Network (www.airtis.net) and other related websites, such as those of the three airlines. The data
on the per capita income and population of Beijing, Shanghai, and Guangzhou are collected from the National
Bureau of Statistics of China. Price and income are adjusted by the retail price index. The distances of the
three routes and the market shares of the airlines in each route are obtained from the Civil Aviation Resource
Net of China. Data on the main costs of carriers are obtained from the annual reports and the quarter reports of
the three airlines. Total flight length, total number of flights, and RPKSs are collected from the websites of the
three airlines as well as from their annual reports. Based on these data, the average flight length and cost per
passenger-km of each carrier for every season can be calculated.

The route-specific panel data of the three routes for six quarters are used to estimate the demand Eq. 7. The
computation of the Durbin—Watson statistic reveals a significant autocorrelation in the models. The results of
the White test and the LM test show that the heteroskedastic errors and cross-sectional correlations of the data
are significant. Hence, the OLS estimation is biased, and the feasible generalized least squares (FGLS)
method is used to estimate the model. The estimated equation (standard errors in parentheses) is

In(th) =—44.81-0.90In Pyt +5.78In POPkt +0.88In INCk

333 (043 40 (0387 0.14)""
+0.23EXPO —0.19Spring + 0.08Summer + 0.17 Autumn
*kk *kk *kk *kk
(0.06) (0.05) (0.02) (0.02)

t +1.76In DISTk

(8)

(Note: *** denotes significance at the 1 per cent level)
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All the coefficients are significant at the 1 per cent level. The price elasticity of demand is 0.90. As expected,
the air traffic on a route is greater for city-pairs with larger populations and higher income levels. Longer
distance and the Shanghai World Expo have positive effects on passenger demand. The demand is lower
during spring, and higher during summer and autumn.

We will use the estimated value of the price elasticity of demand to estimate @ in Eg. 6. The data set for
estimating Eq. 6 is the carrier-specific panel data on the three routes for six quarters. The estimated values of
@ and C are 0.390 and —0.198, respectively (both are significant at the 1 per cent level). The estimated value
of g is very close to what Oum et al. (1993) and Murakami (2011) obtained.

Using data from the quarterly reports of the three airlines, we can calculate the costs per passenger-km of the
three carriers in each quarter. As seen in Table 2, MU’s cost is the highest, and CA’s cost is the lowest.

Table 2: Cost per Passenger-Km of the Three Airlines (In RMB)

CA cz MU
2010 g1 |0.511 0.540 0.626
2010 g2 |0.555 0.556 0.664
2010 g3 [0.524 0.539 0.612
2010 g4 |0.564 0.614 0.709
2011 g1 |0.561 0.580 0.636
2011 g2 |0.574 0.632 0.701

Using Eq. 3, the route-specific marginal cost for each carrier can be estimated. The carrier-specific panel data
on three routes for six quarters will be used to estimate the conduct parameters. Using Eq. 2, the conduct
parameters of airlines dominant on each route are shown in Table 3.

Table 3: The Conduct Parameters of Dominant Airlines on Each Route

Routes Carriers | 2010 1 | 2010 2 | 2010 3 | 2010 4 | 2011 1 | 2011 2
Beijing-Shanghai |-CA 1.001 | 1.057 | 1262 |1.044 | 0905 |0.915
MU 0436 | 0559 |0571 |0.383 |0.450 |0.410
Beijing-Guangzhou |-CA 0851 |0.844 |0938 |0.895 |0.766 |0.786
cz 0528 | 0611 |0.623 |0502 |0561 |0.428
Shanghai- cz 0.666 |0.896 |0.880 |0.600 |0551 |0.491
Guangzhou MU 0328 | 0441 |0586 |0.170 |0.149 |0.142

All the values in Table 3 are between 0 and 2. However, some values are close to 1 (Cournot behavior), while
some are close to 0 (Bertrand behavior). Whether the three airlines follow Cournot or Bertrand behavior is
unclear. Further analyses are necessary to study the competitive strategies of the three big carriers based on
the estimated parameter values.

First, the conduct parameters of CA are around 1 in every quarter on each route. Hence, the competitive
behaviors of CA are reasonably close to Cournot behavior. Moreover, the conduct parameters of CA are
higher than those of the other two airlines on every route in every quarter. Table 2 shows that CA’s marginal
cost is the lowest among the three big airlines. Recall that everything else being equal, conduct parameters
decrease in marginal costs, which partly explains why CA has higher conduct parameters. The annual reports
of the three carriers reveal that CA earns huge profits. In 2010, the net profit of CA was over ten billion RMB
for the first time, and was around half of the total profits of the three airlines. On the three routes studied, the
profit of CA, which is above 40 per cent of the total profits of the three carriers, is also the highest. We may
conclude that CA obtains supernormal profits by controlling costs to compete against its competitors.

Second, the conduct parameters of CZ are between 0.428 and 0.896, and the average is above 0.6. The

competitive behavior of CZ is between Bertrand and Cournot behavior, but is closer to Cournot. To analyze
specific CZ competition strategies, the correlation coefficients of the conduct parameters among the three
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airlines operating on the same route are calculated. The correlation coefficient between the conduct
parameters of MU and CZ is 0.945 on the Shanghai—Guangzhou route, and is statistically significant at the 1
per cent level. The result indicates that MU and CZ have similar competitive behaviors on the route. However,
on the same route, the conduct parameter of CZ is larger than that of MU in every quarter, and all of the
differences are about 0.4. As shown in Table 1, the market share of MU is much larger than that of CZ on the
Shanghai—Guangzhou route, implying that Stackelberg competition develops, with MU as a leader and CZ as
a follower. The correlation coefficient between the conduct parameters of CZ and CA is 0.450 on the Beijing—
Guangzhou route, and it is not statistically significant. A colluding behavior between the two airlines is not
proven. Note that all the conduct parameters of CZ and CA are close to 1 on the Beijing—Guangzhou route,
indicating that the Cournot solution is consistent with the data.

Third, the conduct parameters of MU are between 0.142 and 0.586, and the average is only 0.385. We may
conclude that the market behavior of MU lies between Bertrand and Cournot behavior, but is actually closer to
Bertrand. The correlation coefficient between the conduct parameters of MU and its prices is positive and
statistically significant. From the data set, we can observe that the prices of MU are clearly lower than those of
its competitors. As clearly shown in Table 2, the costs of MU are the highest among the three major carriers.
Table 1 also shows that the market share of MU is much higher than that of its main competitors. These
results imply that MU adopts a low-price strategy to compete with its competitors and to expand its market
share. This behavior is consistent to what the Bertrand model predicts, and can be partially explained by
“vertical product differentiation.” MU’s safety record and overall service quality is the worst among the three
airlines. On November 21, 2004, MU5210 crashed into a park shortly after it took off from the ground. This
accident is the latest fatal plane crash among the three carriers, which significantly affects consumer
confidence in the safety of MU. Moreover, being the last one among the three carriers to join a global airline
alliance, MU did not join SkyTeam until June 21, 2011, which affected its convenience and network
connectivity. Therefore, MU has to lower its fares to attract passengers.

Finally, the time trend of conduct parameters is studied. We first analyze conduct parameters on different
guarters using the paired samples t-test. All the values are larger than 2, which suggest obvious gaps between
the conduct parameters. In other words, the three airlines make apparent changes in their competitive
behaviors because of off-peak season effects and time trend. The fact that conduct parameters in the peak
seasons are higher than those in the off-peak seasons is significant, as it indicates a decrease in the
competition among the three carriers during peak seasons. Second, we consider a linear time trend model for
conduct parameters on each route: cp = aT +byD; +b,D, +C» where CP is conduct parameters, T is a “time

trend” variable with values from 1 to 6, D, is a dummy variable for the airline, and D, is a dummy variable
with the value 1 for peak season and 0 for off-peak season. The estimated coefficients on the three routes with
time trend are presented in Table 4.

Table 4: Estimated Coefficients of the Time Trend (Standard Errors in Parentheses)

Routes Estimates P-value R-squared of the model
Beijing-Shanghai —0.028 (0.015) 0.100 0.941
Beijing-Guangzhou —0.020 (0.011) 0.093 0.903
Shanghai-Guangzhou —-0.064 (0.015) 0.003 0.912

All the coefficients of the time trend are negative. Hence, conduct parameters tend to decline on every route,
and the competition among the three airlines becomes more intense. The results are consistent with the pattern
of conduct parameters estimated in Table 3, especially on the Shanghai—Guangzhou route, where the time
trend coefficient is most negative and significant at the 1 per cent level, and the conduct parameters decrease
sharply.

The three carriers compete with one another more intensely over time. In practice, they try to enter into the
traditional bases of rival airlines. For example, in May 2012, CA took over Shenzhen Airlines aiming to
develop the southern China market. However, from the first quarter of 2010 to the second quarter of 2011, the
market shares of the three carriers on each route did not undergo big changes. The three big players maintain a

61



duopoly competition on each route, and avoid fiercer competition to achieve higher profits in the whole
market. To some extent, this duopoly behavior is a tacit understanding among the three airlines. High market
concentration is generally not good for consumers and social welfare. Without enough competition, the
Chinese airline industry is characterized by high prices and high costs. The General Administration of Civil
Aviation of China seems to have realized the magnitude of this problem. After numerous attempts for many
years, Spring Airlines, a low cost carrier, finally obtained the traffic rights on the Beijing—Shanghai route on
September 30, 2011. However, the carrier only provides one round-trip flight per day, and the departure times
of the flights are not very attractive. Hence, the effect of the carrier on the three big players is very limited.
The administrator should gradually open the aviation market and promote fair competition, which will lead to
better services and lower prices for the public.

5. Concluding Remarks

The market conduct of the three busiest routes dominated by the three largest airlines in China has been
investigated. Whether the three carriers have a colluding behavior on a certain route is not clearly indicated.
However, the three airlines appear to have a tacit understanding with respect to the entire market. The three
dominant carriers try to avoid cutthroat competition on the same route when they divide the market. The data
set shows that the competition model of MU is set to lower prices to beat its rivals and to get a bigger market
share. CZ adopts different competitive strategies for different rivals. Stackelberg competition is found to exist,
with MU playing the leadership role and CZ being the follower. CZ produces the Cournot output to compete
with CA. CA achieves the highest profits by controlling its costs. Although the market share of MU is the
largest, its profit is lower than that of CA, primarily because MU’s costs are much higher than CA’s. Hence,
perhaps, the next step for MU should focus on lowering costs to earn higher profits instead of lowering prices
to get more market share.

Today, China has one of the most advanced high-speed rail (HSR) networks in the world. HSR presents
convenience and affordability to consumers, but it also poses a challenge to the survival and development of
civil aviation. For example, all the flights between Zhengzhou and Xi’an (505 km) were suspended in March
2010, 48 days after the opening of the HSR service, whereas daily flights on the Wuhan—Guangzhou route
(1,069 km) were reduced from 15 to 9, one year after the HSR entry (Fu et al., 2011). With the opening of
more HSR services in major Chinese cities (for instance, the Beijing—Shanghai HSR route started to operate
on June 30, 2011), the market structure and competitive strategies of airlines will be significantly affected.
Therefore, it is interesting and important to study the impacts of HSR on the Chinese aviation market.
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Abstract

In order to attract more passengers, many airports are operating the airport coach to transport passengers
between the airport and the around cities. Although the network and timetable are both the most important
parts for coach operation, there are few studies on timetable design compared to route design. The purpose of
this paper is to create a method to design the timetable in terms of both passenger volume and coach operation
cost. Firstly, the “time-space” network is established to provide a platform for the design. Secondly the
impacts of the timetable in the operation cost and the passenger volume are analyzed. Thirdly, a timetable
design model is built with the goal to minimize the operation cost and considering the interaction between the
passenger volume and the timetable. Finally, we take the coach of Dalian airport as the example to design a
timetable with the model and do a sensitivity analysis.

Keywords: timetable design, “time-space” network, airport coach, sensitivity analysis

1. Introduction

The rapid development of economy and the further reform of civil aviation have propelled the Chinese civil
aviation industry into the circumstance of market economy. In the transition process, the number and the
management mode of Chinese airports both change a lot. As there have been more and more airports
constructed, the airport density has increased from 0.8 airports /mil.sq.km. in 1987 to 3.2 airports /mil.sg.km.
in 2011 (Liu, 2011); At the same time, because of the Airport Localization Reform, most airports have been
directly managed by local governments. In the circumstance, some small or middle scale airports can escape
from the bondage of the planned economy and have a chance to develop by their own ideas. Therefore, the
competition among the airports in China becomes fiercer. In order to expand the hinterland, many airports
develop their landward access system to attract passengers from the cities around them (Yang, 2009). In all the
traffic modes of the landward access system, the airport coach is a new and convenient one that has become an
effective measure to connect the airport and the surrounding cities.

The airport coach is an extension of airport shuttle bus. It can provide the transportation between the airport
and the surrounding cities. During its initial period, operators of the airport coach pay more attention on the
market cultivation rather than the cost control. They made hard effort to attract the passengers, for example,
they usually set a “point-to-point” network to let all passengers get to the airport directly. But it may result in
deficits on the routes with few passengers. Therefore, they began to control the cost after the market is
relatively mature. Then, the “point-to-point” network is being replaced by the “hub-and-spoke” one, which
can realize the scale of economy through combining the branch lines and trunk line (Jou, 2011).
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“Hub-and-spoke” network can help reduce the operating costs, but passengers in the end nodes have to
transfer to the trunk lines (Wei, 2006). Thus, they must departure from the end nodes based on the flight
schedule and the coach time of the trunk lines. Meanwhile, the coach times of the trunk lines are also
restricted because the passengers from the end nodes must be transported together with the passengers in the
hubs. In the circumstance, if the connection between the branch line and the trunk line is irrational or the
passenger’s arrival time at the airport does not match with the flight schedule, passengers will give up the
airport coach or even go to other airports. Hence, two issues should be tackled when operating the airport
coach based on the “hub-and-spoke” network. One is controlling the cost and another is keeping the passenger
volume. In practice, the best solution is to design a rational timetable, which can both satisfy the passengers’
demand and control the operation cost.

The operation of the airport coach can be seen as the production of a manufactory, the passenger volume of
the coach can be regarded as the production volume, the ticket price equates the product price and most
importantly the timetable equates the manufacturing plan. Because the passenger volume and the operation
cost of the coach both change with the time-headway. It is important to design a rational timetable for the
airport coach.

In the paper, firstly the influences of the timetable to the passenger volume and the operation cost are analyzed
respectively. Secondly the relationship between the demand and the cost is described. Thirdly, the timetable
design model is built with the goal to minimize the operation cost and considering its interaction with the
passenger volume. Finally the case of Dalian airport is studied and a timetable is designed with the model and
sensitivity analysis is carried out. More detailed description will appears in forthcoming sections. After the
introduction of the “hub-and-spoke” and the “time-space” networks in Section 2, Section 3 describes the
economic theory. Section 4 describes the model structure. Data and results are discussed in Section 5, while
Section 6 dose the sensitivity analysis, and Section 7 summarizes the paper.

2. Airport Coach Network

2.1 “Hub-and-Spoke” Network

Because the passengers are sensitive to the transfer time, the “hub-and-spoke” network with single hub is
usually adopted for airport coach. It can control the cost and reduce the transfer times. Fig. 1 shows the
network structure, where the largest node is the airport, the larger ones are the hubs and the smaller ones are
the end nodes. The end nodes are connected to the hub by branch lines, and the hub are linked directly to the
airport via the trunk lines, while the hub does not connect with each other (Ashley, 1996). In the network,
passengers in the hub can get to the airport directly. However, passengers in the end nodes must go to the hub
first through branch coaches and then get to the airport along with the passengers in the hub by trunk coaches.

Fig. 1: Structure of the “Hub-And-Spoke” Network
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The trip chain of the passengers in the end nodes from the origin to the airport includes four legs. First is the
trip from the end node to the hub, second is the waiting process at the hub, and third is the trip from the hub to
airport and finally the waiting process in the lounge. To design the timetable for the airport coach, we should
consider the connectivity of the coach lines, the lines length and the passengers’ flight schedule. It is a two-
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dimensional problem in which the time and space should be considered together (Deborah, 1999). In order to
combine the time with the space, the “time-space” network is constructed to represent the trip chain on a one-
dimension platform.

2.2 “Time -Space” Network

The “time-space” network (Kliewer, 2006) is shown in Fig. 2. It can present the temporal and spatial
information on one plane. Its forepart describes the structure of the coach line network. The figures represent
the nodes (1~10 are the cities and 11 is the airport), the rows stand for the coach lines, the first column is the
origin and the second is the corresponding destination, the third column represents the attribute of the coach
line (the solid square means the branch line and the hollow one means the trunk one). The two kinds of lines
connect with each other to compose the airport coach network. For example, Node 1 is connected to the
airport firstly through branch line 1-3 and then trunk route 3-11.

The part behind the coach line network is the “time-space” grid, the time axis at the bottom includes 29 time
points from 6:00 to 20:00 within one day, the lines and time points are connected by the grids. The ball means
there is a coach dispatched. For example, the top row represents the coach line from Node 1 to Node 3 is a
branch line, and the corresponding departure times are 7:30, 9:00, 11:00, 12:00, 14:30 and 18:00.

Fig. 2: The “Time-Space” Network of the Coach Line and Departure Times
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3. Fundamental of the Model

Here we take passengers at the end nodes as example to analyze their trip chains, and then study the impacts
of the airport coach timetable on passenger volume and operating cost respectively.

3.1 The Formation of Passengers’ Trip Chain

When the line travel time and coach network are fixed, the passengers’ trip chain is highly related to coach
departure time. Rational passengers will determine the best time to departure for the airport based on the flight
schedule and the coach lines to form the trip chain. By analyzing the passengers’ expected departure times, we
can get to know the passenger demand on the coach departure times. Therefore, we present the relationship
between the trip chains and coach timetable on the time-space network to provide a platform for designing the
timetable.

To simplify the analysis, the flight schedules are grouped with 30 minutes interval and the passengers are
divided into several teams correspondingly. The trip chain from an end node to the airport is shown in Fig. 3.
The dash arc represents the travel process from node to node, while the dash line represents the transfer
process or the lounge waiting process. The combination of them represents the process of passengers in end
nodes to determine the departure time. It includes two steps: the first is to decide the departure time at hub
nodes; and the second is to decide the departure time at the end node. More detailed description appears in the
following section.
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Fig. 3: Determination of the Departure Time and Trip Chain Formation

1-30, stih @--ooeo- 2% o e ) ]
2—37 730 Lsh t”:\‘ 15h [
311w/ ] ] th ‘wftb 11:30 ] @ @
4-3717/ @ : ie
5—6,7/ ] s o
6—1lmw/ e e i e ] .
7—90, - ™
8—97/ ] . ]
9—-1law/ ° ¢ A e o e
10—6 7 /—+— / ¢ @ X obn s ™

NIA .
)‘"tir %0

/
e / / / / / / / / / / / [y, Time

6 65 7 75 8 85 9 95 10 105 11 115 12 125 13 135 14 145 15 155 16 165 17 175 18 185 19 195 2()'p°"“s

If the flight schedule of the passenger in group r inend node i is t;;, then the latest arrival time to the airport

(A) should be (t —0.5), because the passenger must arrive at the airport 30 minutes in advance at least. Due
to the transfer at the hub and the coach travel time from Node 3 to the airport is 3 hours, the latest departure
time at hub should be (t;f —0.5—t,,). In order to board on time as well as wait for the shortest period in the
lounge, the passengers should take the last bus to the airport which is earlier than the latest departure time we
mentioned above. Therefore, passengers’ departure time at the hub should be st'™, similarly, the departure time

at the end nodes should be Stii:1 , in conclusion, passenger’s waiting time in the lounge is Wti? , While the waiting

time at the hub iswt .

3.2 Passenger Volume

Because the transfer time and the lounge waiting time are determined by the time-headway, the relationship
between the passenger volume and the timetable can be seen as the relationship between the passenger volume
and the transfer time and lounge waiting time. The shorter the time-headway is, the shorter the transfer and
waiting times are, and the more passengers will use the coach. Reversely, the longer the time-headway is, the
longer the transfer/waiting times and the less the passengers are. This relationship is shown in Fig. 4. The
curve in Fig. 4 stands for the change of the volume along with the transfer/waiting times. When the times
exceed a threshold, the passenger volume will be 0. When the times are infinitely short, the coach passengers
will be near the total flight passengers in the surrounding cities.

Fig. 4: Relationship between the Passenger Volume and the Transfer/Waiting Times
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3.3 The Operation Cost
The relationship mentioned in above indicates that passengers hope the shortest time headway. However, for

timetable design, in addition to the passenger demand, we must also take the operation cost into account.
Based on the relationship between the passenger volume and the time-headway, the relationship between the
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operation cost and the passenger volume can be described as: the shorter the time-headway is, the more the
passenger volume and the more the operation cost are; (Tsamboula, 2008). Fig. 5 describes this relationship,
where horizontal axis represents the passenger volume, and the vertical axis represents the total operation cost.
When the passenger volume is in the range from 0 to Q; or exceeds Q,, the marginal cost is very high for a
unit increment of the passengers. However, if the passenger volume is in the range from Q; to Q,, the marginal
cost will be relatively low.

Fig. 5: Relationship between Total Operating Cost and Passenger Volume
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3.4 The Relationship among the Cost, Passenger Volume and the Waiting Time

Fig. 6 shows the relationship between the passenger volume, the transfer/waiting time and the operating cost.
When the time increases, the passenger volume and then the operation cost decrease.

Because the marginal cost changes along with the passenger volume, we should firstly find the range of the
passenger volume in which the marginal cost is smaller, and then determine the transfer time and the lounge
waiting time according to the relationship mentioned in section 2.2. thus design the timetable.

Fig. 6: Relationships among the Times, Cost and the Passenger Volume
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4. Timetable Design Model

We design the timetable for the airport access coach rather than the egress one based on the formation of the
access trip chain, relationships among the coach timetable, passenger volume and operation cost.

4.1 Objective Function

The model is to minimize the daily cost of the coach system. The objective function is as follows:

Min:C = zzzktihcihdihxtih +szthAChAdhAXthA 1)
i hot hot
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Where, C = total operation cost, the first part is the cost of the branch lines, the second part is the cost of the
trunk lines.i = end node, h = hub node, A= airport; d;, = length of the branch line, d,,= length of the trunk

line; t =time point, c;, = unit cost of branch coach, c,,= unit cost of trunk coach. x"and x" are 0-1variabels,
they are as follows:

o 1 a coachdepartureson branchline (i —h)at timet @
* 10 otherwise

m_J1  acoachdeparturesn trunkine(h— A)at timet @)
“ |0 otherwise

k" = needed dispatched coaches on (i—h) at time t _ which can be calculated by Eq. (4). Where, Ny =

capacity of a branch coach vehicle, ni" = passenger volumes on branch (i—h) at timet, and [ | means
rounding up to the closest integer.

k" :(ngh / NJ 4
n"is calculated by Eq. (5), where g, =Q(w;) is passengers in group r atnodei Q(w;)=the passenger

volume, which describes the change of passenger volume in end node i . The form of Q(w;)may be obtained
by fitting the surveyed data.

0= i i )

yI"t is a 0-1 variable, which shows whether the dispatched coaches on branch line (i—h) at time t are chosen
by the rth group. It value is as follows:

oL st =t
Yint = (6)

0 st =t

Eq. (7) can be used to calculate k. However, passenger volume on trunk line (h—A) at time t equals the
sum of g -y, and g, - y{' , Which stands for passengers from branch line (i—h) to the airport at time t and
the local passengers respectively (Eq.(8)). In addition, yi% and vy, are shown in Eq.(9) and Eq.(10)
respectively. g, is determined by the trip demand function Q(w;,) of hub.

kthA = ’VnthA/ Nh-‘ (7)

M0 = G - Vi + e - Yiae ®)
r

ir _{1 sty =t ©)

Yhat =
0 stfh=t
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vk ={1 st =t (10)
0 st, =t
4.2 Constraints
» Constraints for waiting time and transfer time
0<(tA-05-tyy—t) XM <T (12)
0<(th —05—tys—t)}- XA <T (12)
0< (st{;A —ti, —t)~ X" <T (13)

T'205,T =05

Eq. (11) is the constraint of the waiting time spent by group r from node i . The lower limit “0” means there
is at least one coach available for the passenger being able to board punctually. The upper limit “T ” ensures
that the waiting time will not exceed a threshold, and then to avoid sending the passengers to the airport too
early. Accordingly, Eq. (12) can be explained. The constraint of passengers’ transfer time in the hub is Eq. (13).

» Time constraints on passenger boarding the coach
Eq. (14) regulates that the passengers of group r of branch line (i—h) choose the trunk coach that satisfies Eq.

(11), which makes they have the least waiting time at airport. Eq. (15) and Eq. (16) are the constraints on
passenger boarding time at the hub.

st = K, K=t-x">0 (14)
sth=K', K'>t-x">0 (15)
stif= K", K"'>t-x">0 (16)

» Constraints for no empty coaches

Eq. (17) shows that on branch line (i—h), the passenger volume on any dispatched coach can not be 0. Eq.
(18) is similar to Eq. (17) but for the trunk lines.

(" —05)- (" 0.5)>0 (17)

(- 05)-(x"-05)>0 (18)
5. Case Study
We take Dalian airport as an example to design the timetable of the airport coach.
51 The Data
According to the hinterland and air travel demand, the “hub-and-spoke” network shown in Fig. 7 has been
adopted by Dalian airport. The number in the node is the city code (1-10 are the city codes, 11 is airport code).
The number beside the node is the daily air travel volume in the city. The solid line represents the trunk coach

line and the dash line means the branch coach line. The number on the line is its distance. The vehicle capacity
of the trunk coach is 50 persons and unit cost is 1.84 Yuan/km. The vehicle capacity of the branch coach is 30
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persons and unit cost is 1.3 Yuan/km. In addition, to collect the passengers’ flight schedules, we implemented
the questionnaire survey in the airport.

Fig. 7: Coach Network Structure of Dalian Airport
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5.2 Passenger Volume

The questionnaires are distributed to the passengers who come from the surrounding cities. The ratios of the
passengers who expect or accept different time alternatives are shown in Fig. 8 ((a), (b)). And the cumulated
ratios are displayed in Fig. 9((a), (b)).

Fig. 8: Ratios of Passengers Waiting/Transfer Time Selection
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Fig. 9: Cumulated Ratios of Passengers Waiting/Transfer Time Selection
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6. Results
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According to the relationship between the passenger volume and the waiting/transfer times, we design the
coach timetable for Dalian airport in the case that the coach system serves 42% of the total flight passengers
from the surrounding cities. In this case, the upper limits of T'and T both equal 2. The calculated results are
shown in Table 2 and the operation cost is 2.18 million Yuan.

Because the flight schedule is considered, the departure times of the coaches mainly concentrate in periods of
6:00 ~9:00 and 11:00~14:00, which are corresponding to the peak periods of the flights.

Table 1: The Timetable of Dalian Airport Coach (T =2, T'=2)

Route Departure Time (number of the coach)
1-11 5:00 | 6:00(2) | 8:00 | 11:00 | 13:00 | 16:00 | 18:00 | 20:00 -
2-1 2:00 4. 00 5:00 | 8:00 | 11:00 | 13:00 | 15:00 | 17:00 -
3-11 3:00 7:00 | 10:00 | 14:00 | 18:00 - - - -
4-9 4:00 5:00 7:00 | 9:00 | 11:00 | 15:00 | 16:00 | 18:00 | 20:00
5-10 3:00 6:00 9:00 | 7:00 | 11:00 | 14:00 - - -
6-7 3:.00 5:00 7:00 | 9:00 | 11:00 | 14:00 | 17:00 | 17:00 -
7-11 5:00 7:00 9:00 | 10:00 | 12:00 | 13:00 | 16:00 | 19:00 -
8-9 3:00 5:00 8:00 | 10:00 | 12:00 | 14:00 | 16:00 | 19:00 -
9-11 5:00 7:00 9:00 | 11:00 | 13:00 | 16:00 | 18:00 | 20:00 | 21:00
10-11 3:00 6:00 7:00 | 10:00 | 13:00 | 15:00 | 18:00 - -

7. Sensitivity Analysis

The coach-carried passengers change with the variation of the departure times, and the daily operating cost
changes correspondingly. To find the most appropriate coach timetable for Dalian airport, here we further
analyze the change of the operation cost along with the changes of the transfer time and the waiting/transfer
time.

The relationship between the operating cost and the passenger volume is shown in Fig. 10, where the
horizontal axis stands for the passenger volume of the coach, and the vertical axis represents the daily cost of
the coach. It can be seen that when the ratio of the coach passengers rises from 30% to 55%, the marginal cost
is low. However, if the ratio surpasses 55%, the increment of daily operating cost is relatively high.

Fig. 10: Relationship between Daily Operating Cost and Passenger Volume
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When the ratio of passengers of the coach rises from 30% to 55%, the daily operating cost will increase 124
Yuan per 1% increment. When the ratio rises from 55% to 100%, the daily operating cost will increase 215
Yuan per 1% increment. Therefore, the ratio of passengers served by the coach should be set as 30%-55%.
And passenger volume being served by the coach should be 191 persons to 350 persons. The daily operating
cost will be between 0.86 million to 2.21 million Yuan.
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From Fig. 9, we found that for 30% passenger volume, T =4, T'=2.5; while for 55% passenger volume, T =1,
T'=2. For different combination of 7 and T, the change of the daily operating cost is shown in Fig. 11.

Fig. 11: Influence of the Tand T' to the Average Daily Cost
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It is obvious that the daily operating cost per passenger is smallest whenT =2, T'=2. Thus, we think
rationally that under this situation the designed timetable is the most reasonable one. With this timetable, the
being served passengers are 42% of all the total demands and the daily operating cost is 2.18 million Yuan.

8. Conclusions

Based on the time and space network, the formation of the passenger trip chain from the origin to the airport is
analyzed. The relationship among the timetable, passenger volume and operation cost is analyzed and an
optimization model is established to design the timetable. Dalian airport is taken as an example for the case
study. By solving the model and sensitivity analyses, it is known that when both the upper limit of passengers’
waiting time and the transfer time are 2 hours, the designed timetable is most reasonable. The designing
method in this paper takes passengers’ trip demand and operating cost into account simultaneously, it provides
great support for the operation of the airport coach.
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Abstract

This thesis make Courier industry aviation network path as the research object, the aviation network path
optimization as analysis aspect. With multiple iterative Dijkstra algorithm for research tools, set up to aviation
carbon emissions, transportation distance for many factors such as dimensions of green express aviation
network path optimization model. Through the calculation of the optimal model, to reduce the flight time,
shorten the transportation distance, eventually to reduce carbon emissions and green express aviation network
path optimization purposes. Finally, use an example to proof the feasibility and advantages of the method.

Keywords: Aviation network; Green express; Carbon emissions; Multiple iterative

1. Introduction

With global warming issue getting serious, control carbon emissions became the key topic of atmospheric
protection, according to related results of global research indicated, that air emissions occupy 2%-3% in total
global greenhouse gas emissions, into the atmosphere every year about 700 million tons of carbon dioxide
emissions, and by 2025, the number will achieve 1.488 billion tons ™. Not long ago, a global climate
conference was held in Copenhagen, the four largest aviation company called on to international airline
emissions of carbon dioxide into the new agreement issues. And express industry in air transport application
of rapid development, more increased was is heavy air energy consumption burden. In order to reduce the
aviation carbon emissions, the fight against global warming, at November 19, 2008, the European Union
decided to take the international air field into to EU emissions trading system (ETS)’s account, and at January
1, 2012 implementation, This measure will make aviation participants to pay expensive. According to the
EU's plan, carbon emissions in 2013 will down to 2% based on last year's, it will put forward higher request
for aviation carbon emissions.

According to research from other countries, the international air transport association said, the airlines and
companies involve air transport business; have four strategies to solve the problem of aviation emissions: (1)
improved technology; (2) the efficient operation; (3) the infrastructure; (4) positive economic measures. A
report by Tyndall center in Manchester University about aviation low carbon shows, by the end of 2011, the
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aviation industry will be in the range of carbon emissions to 355 MtCO2 between 284 MtCO2. Researches in
our country about aviation low carbon is in the initial stage of exploration, the general research aspect for the
macroscopic level of research. Lei Xia and Peng Yu (2011) ! consider that the development of the aviation
industry in the macroscopic level with low carbon economy, and that the relevant macro conclusion, puts
forward a low carbon economy in the airline industry development countermeasure; Hui Gong ®!in the low
carbon transport industry development of research, this paper use a new technology application, management
changes, actively participate in the new regulations measures. To the airlines and companies involve air
transport business, reduce air carbon emissions is an inevitable trend, but in the macroscopic level of the
environmental background, at present, the research about the airline network path optimization is not much,
and the express profession low carbon green aviation research is less.

From the above aviation carbon emissions present situation and the existing related research found, at present
the aviation carbon emissions problem has become the global carbon emissions problem to be solved, but
research from the network path optimization aspect is not much, research about express aviation carbon
emissions less. This paper take express industry air transport as the research object, consider from aviation
network optimization path analysis, from transportation carbon emissions, transportation distance, establish
green express aviation network path optimization model, with multiple iterative Dijkstra algorithm for the
research tool, research problems of express industry green aviation network path optimization, and reduce the
plane running time, so as to reduce carbon emissions. To express aviation network of low carbon green and
high timely effect, eventually reduce air transport carbon emissions burden, to reduce carbon emissions. The
last make a Courier enterprise of air transport as an example, this paper proved that this method and the model
of the feasibility and advantages.

2. Model Illustration
2.1 Basic Assumptions and Symbols
In order to describe the model clearly, now introduce the definition of each symbol and its meaning as follows:

N: Represents the number of air terminals, namely analysis object has N aviation hubs currently, need to
transport the goods to N numbers of air terminals.

Xii: Represents the demand amounts of each air aviation hub to other aviation hub i and j represents the
Numbers of each aviation hub.

Ti;; Represents the flight time of each aviation hub to other aviation hubs, the subscript i and j represents the
Numbers of each aviation hub.

Fi: Represents the carbon emissions of each aviation hub to other aviation hubs, the subscript i and j
represents the Numbers of each aviation hub.

Lij: Represents the distance between the each aviation hub to other aviation hub, the subscript i and j
represents the Numbers of each aviation hub.

S: The speed of aircraft, is a fixed value constants.
H: The usage amount of the plane fuel.
Q: The plane's unit fuel consumption of the constant speed (Unit: L/KM).

According to the variable condition known:
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S for fixed value, greater than zero, so Lj is a positive correlation function about Tj;, namely flying the longer
distance, the flight time is long;

According to Carbon emissions coefficient the Intergovernmental Panel on Climate Change (I PCC)1 made,
exist:

CO02 emissions= Suggest emission coefficient * Intensity activity of emissions sources...... (2)
Among them, the intensity activity of emission source is to point to fuel usage H,

namely: CO2 emissions=Suggest emission coefficient * H......................co. (3

will (4) generation into (3),s0
CO2 emissions=Suggest emission COeffiCient™ Q*Lij.........c.oeoiiiiiiiiiiiiiiiiie e (5)
will (1) generation into (5),s0
CO2 emissions=Suggest emission coefficient™ Q* Ti*S.......ciiiiiiiiiii (6)

According to Carbon emissions coefficient the Intergovernmental Panel on Climate Change (I PCC) made,
the suggestion emission of coefficient aviation fuel is 2.39,make this data into (6),s0

CO2 emisSiONS=2.39% QX T ST Fij..euuiniiiii e (D

According to the known conditions, Q and S for a fixed value, greater than zero, so F; is a positive correlation
function about T;, namely flying time to grow more, produce of carbon emissions is bigger. In other words,
reduce flight distance can reduce flight time, then can reduce the aircraft in flight produce of carbon emissions.

The transport aircraft that have the same hardware conditions (fuel consumption, fuel combustion rate and
flight speed the same), flight distance and flight time is proportional to the aviation hub of flight time between
different. The plane flying time is shorter, the fuel consumption is less, the cost of the smaller, produce of
carbon emissions is smaller. According to the reality, the amount of demand from each aviation hub come and
back is different, the back and forth demand between every two hub of demand is different.

2.2 Algorithm Model Analysis

Dijkstra algorithm make by the Dutch computer scientists Dijkstra in 1959 and from a peak to the rest of the
vertex shortest path algorithm, is the solution about the shortest path problem. Air transport network is a
directed graph, in the first iteration of the supply demand conditions need to calculate a hub to the rest of the
hub of the shortest path, which is used for the shortest path Dijkstra algorithm to calculate meets the
requirement. So choose Dijkstra algorithm model establishment. This paper on the basis of Dijkstra algorithm,
meet the needs of the business case considering flight time, flight carbon emissions factors such as multiple
iterative, more deeply than a simple Dijkstra algorithm.

To ensure transport efficiency, the algorithm model regard demand as its first variables, every optimal route
will go through the route that meet the maximum demand. Dijkstra algorithm is a method to calculate to
calculate the optimal value. Before the calculation, we need to flip the data of demand as Dijkstra is a method
to calculate the shortest path algorithm.

! Data sources from: Data from Intergovernmental Panel on Climate Change (I PCC)*2006
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Dijkstra algorithm is used in every airline, when it go through the line add a points to the line, the same route
go once is one more points. This makes the route and the relative difference between route, finally the
conclusion shows the difference between each route, then obtain the final results.

In this algorithm model use the flight time between aviation hub as its second variables, between each aviation

hub have different flight time, According to (7),the shorter flight time the lower of the cost. Will all aviation

hub of flight time between Dijkstra algorithms with the final line again iteration. After the multiple iterative,

choose the multiple supply demand and relatively low cost, then the algorithm is end. At this time, through the
“meet demand--relative to save time and to optimize the path for the line-reduce carbon emissions” three steps,
get the ultimate goal of green express aviation network path optimization.

3. Algorithm Design

1. Will the aviation hub for business demand (in and out into sum) from big to small sorting, establish
processing a number line. Regard a 0 as the starting point of a number line. Select the largest business demand
for data Xj; as the end of a number line. And will end one half of data (1/2 Xj) as the middle of a number line
a number line.

2. Will more than a number line 1/2X; among the digital row among the right to a number line, among the
number of less than a number line was a number line on the left. Use a number line between 1/2Xj to the right
of the Xj; demand respectively between minus a number line, get a number X’;;. Use a number line among the
digital minus, as 1/2X;;-X’j;, set to H;;, this digital inevitable among less than a number line. Will this number
are among the left to turn a number line; Use a number line between minus among the left side of the business
model respectively demand(Xj), get X’;;, use a number line with the Numbers. It means 1/2X;+X’;;, set to H;;.
This digital inevitable among more than a number line 1/2Xj, will this number to align to flip a number line.
Among the right, as shown in figure 1 show:

Figure 1: First Deal With a Number Line
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Will deal with the demand of a number line data and turn data apart, as shown in figure 2 shows:
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Figure 2: Final Disposal of a Number Line
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Through the data processing, will be big demand for smaller Numbers, conversion of convenient operation
after.

3. According to step 2 data processing results Dijkstra algorithm, use for the shortest route. No to figure
G=(V,E) ,the length of the side E[i] that each for w[i], find the vertex VO to the others each point of the
shortest path.

Dijkstra algorithm is described below:

About identification, Such as node identification for [20, 4]: The first figure said from the beginning node to
the node number from the second distance, said the node node to start on the path of please a node in the
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Numbers.
Step 1: give nodel identification [0, S]. 0 mark node 1 to the distance to 0 is 0, S said node is the starting point.
Step 2: visit from node to node of the directly to 1, and gives a temporary logo.

Step 3: mark node determine from temporary with minimum distance node, and mark the node is the
permanent marks. If all nodes are all permanent identifier, turn to step 5.

Step 4: the new permanent marker, the new logo marking began to examine the permanent logo cannot be
directly to permanent marking node.

If the investigation for temporary mark node, node the new logo of permanent marking node and the new logo
distance value of permanent mark that point directly to the distance from the node value adding together. If its
and less than the distance between temporarily logo point, is to determine the minimum distance value is the
closest to the distance value.

If the node is the investigation of the node, not mark the new logo of permanent marking node with new mark
distance value of permanent mark that point directly to the distance from the node value adding together. And
as a contingent logo to the point. Return to step 3.

Step 5: The permanent logo is determined from node to node 1 each of the shortest, also identified the shortest
route. The shortest route is determination by the pushing down theory.

Table 1: The Shortest Path between any Two Points

V1i|Vv2 |v3 va v5 v6 | The max number
vl 0 X1z X3 X Xis Xi6
v2 0 X3 X X5 X6
v3 0 X3 X35 X36
v4 0 Xas X
v5 0 X45
V6 0

4. According to the calculated step 3 of the shortest path route, multiple weighted processing.

Figure 3: Shortest Path Chart

-
@

(1) A—B(2)A—»B—C—EQ3)E—-D—B—A(4)C—»B—A(5)B—D(6)E-C—B
Every course be after once, plus one weights, multiple weighted. According to the above needs of the business
lines, the results of multiple weighting as shown in figure 4:

If the current business needs lines for:

Figure 4: Multiple Welghted the Path after Picture

oo >
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5. Will the route that the weight value according to the final, from big to small order. In step 4 of the model as
an example, the result is as follow:

(1) A—B(2B—C(3B—D C—E@)D—E......

6. Each aviation hub of flight time between the algorithms as the second variable model, all aviation hub flight
between the times required for the list, as shown in chart 2:

Table 2: Aviation Hub Schedule

A |B |c |D |E |E |G |H |l
A
B | Tas
C | Tac | Tec
D TAD TBD TCD
E | Tae |Tee | Tee | Toc
Foo|Tar | Ter | Tee | Tor | Ter
G TAG TBG TCG TDG TEG TFG
H TAH TBH TCH TDH THE TFH TGH
[ Ta | T | Ta |[To | Ta | Ta | Ta | Ta

7. Will the time factor to consider in iterative Dijkstra algorithm after from the shortest path in the iterative
again. If present the same path weights, get smaller time Tj;, the lines will once again sort, if TBD>TCE, The
sort order for again after:

(1) A—B(2B—C(3)C—E(4)D—E......

8. Sort of the map, after according to sort results mark.To the data of the results for example in part 7, first of
all in the map mark "A- B", then mark “B—C”, mark “C—E”, finally mark “D—E”, until the mark all
aviation hub, the algorithm so far end.

9. Through the Dijkstra algorithm for the shortest path, using line through The Times as weights, the first
iterative of the shortest path, to select the optimal path; use the length of time as a second variables, the
second iteration based on the results of the first iteration,select the optimal path of the optimal path.

Through multiple iterative in the shortest path, a selection of optimal solution, then the optimal solution in a
selection of the shortest path in time, reduce T;, because F;; =2.39 * Q * T;; * S, so to reduce carbon emissions
Fi;, get the ultimate goal of green express aviation network path optimization, to save fuel costs, and at the
same time to save cost objectives.

The final total carbon emissions for:
Z Fij= 2.392 T.;QS

4, Data Simulation

1. According to a Express delivery enterprise, according to the results of the investigation, This express
enterprise current aviation hub in Beijing, Shanghai, Chongging, Shenyang, Chengdu, Wuxi, Weifang,
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Hangzhou, Shenzhen, Hong Kong ten cities. The amount of demand about each city is in the aviation, such as

shown in table 3.

Table 3: Each Aviation Hub between the Needs of the Business

010  |021 023 024 028 510 |536  |571 755 gsozn
Beijing |Shanghai | Chongging | Shenyang| Chengdu | Wuxi | Weifang|Hangzhou | Shenzhen Kong
gt(i’jing 13585 | 2339 9219 | 4825  |11433| 11911 | 11978 | 21460 | 1799
021 1 50425 1974 6909 3810 8803 21265 | 5780
Shanghai
023 1750 589 338 459 | 273 | 598 1766 |53
Chongging
024 6100 [3073  |519 839 2070 | 2207 | 2097 4188 | 735
Shenyang
028 3036  |1059 604 1281 | 1057 | 1416 3628 | 157
Chengdu
510 16331 1697 5880 | 4807 8247 33784 | 8294
Wuxi
536
Weiang | 9092 (6419|784 2533 1699 | 5006 5672 12446 | 2829
571 23857 4524 9332 9145 13788 58370 | 18852
Hangzhou
755
Gooono | 53138 (44075 | 6925 14984 | 13746 | 48691| 24409 | 63753
852 2309 6347 | 142 858 210 6422 | 2125 | 9601
Hong Kong

Note: the above longitudinal for illnesses code (after dialling code for the three), transverse for destination
code (after dialling code for the three)

2.

Data processing

According to the 1, all aviation hub of the demand for business data processing, purpose is the large humber
of conversion for small amounts, convenient calculation of the algorithm. Process as follows.

Will the aviation hub of the demand for business (in&out) the amount and quantity from big to small sorting,
establish processing a number line. Regard a number 0 as the starting point of a number line. Select the
maximum data demand for business, as the end of a number line, and will end one half of the data as a number
line among the number line.

In the aviation hub, portfolio in the rankings finishing such as table 4:

Table 4: Aviation Hub in Business

START...... END Quantity
Shenzhen......Hangzhou 63753
Hangzhou ......Shenzhen 58370
Shenzhen......Beijing 53138
Chongging......Hong Kong 53

(1) According to the table 4 ranking results, will more than a number line number row among the middle right,
less than a number line among the number of a number line into the drain on the left a number line. That is
63753/2 = 31877 (take integer), 31877 as the middle of a number line.
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(2) Use a number line on the right side of the middle demand among minus a middle number line, get a
number, garnish with a number line minus the number. This digital inevitable among less than a number line,
will this number are among the left to turn a number line; use a number line between minus among the left
side of the business model respectively demand, garnish with a number line with the same number, this
number will among more than a number line, will this number to align to flip a number line right.

For example: 31877- (59370-31877) =5384,31877- (53138-31877) =10616, (31877-53) +31877=63701,
the last of the data processing a number line as shown in figure 5 shows:

Figure 5: Prime Number Lines
(o]

=) =) )
[ &30

Will deal with the demand of a number line data and turn data apart,

Figure 6: Final Disposal of a Number Line

Gl [
(oo _][some ]
Through the data processing, will be big demand for smaller Numbers, conversion of convenient operation
after.
3. Time to handle

We base on the time, subject to all aviation hub of flight time for processing Table 5 for an Express delivery
enterprise at present aviation hub of the flight schedule:

Table 5: Business Needs Flight Schedule for the City
Units: minutes

Beijing | Shanghai| Chongging | Shenyang | Chengdu | Wu xi | Weifang [Hangzhou | Shenzhen Egzg
010
Beijing
021
Shanghai | 10
023
Chongging 150 150
024 60 135 190
Shenyang
028
Chengdu 150 150 190
510 120 140 120 135
Wuxi
536
Weifang 60 80 80 80 170 90
571 120 145 130 150 135
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Hangzhou

755 190 |130 | 130 310 120 135 | 180 110
Shenzhen

852

Hong 225 140 135 220 145 130 190 120
Kong

4. For the shortest path

According to the data processing results step 2 and 3 of the time step deal, and use Dijkstra algorithm for the
shortest route.

5. Multiple iterative weighted

According to step 4 calculated, the shortest path route multiple weighted processing.
For example: Through calculation of the assumption that after the shortest path as shown in figure 7 shows.

Figure 7: Shortest Path Chart

The current business needs lines for:
(1) the Chengdu- Beijing -Hangzhou
(2) the Chengdu-Hangzhou

(3) the Chengdu-Hangzhou-Shenzhen
(4) Beijing-Hangzhou-Chengdu

Every course be go through, plus 1, on the multiple weighted. According to the above needs of the business
lines, the result of the multiple weighting on after as shown in figure 8:

Figure 8: Multiple Weighting in the Path of the Diagram

6. Ordering and mark
Will the route that the weight value according to the final, from big to small order. After sorting results for:

(1) Chengdu-Hangzhou(2)Beijing-Hangzhou(3) Hangzhou-Shenzhen

After sorting, in the map to sort results according to mark. First of all in the map out "Chengdu--Hangzhou ",
and then mark the “Hangzhou-Beijing ", to mark out" Hangzhou-Shenzhen "............. Until finish mark all
aviation hubs.

So far, through the “aviation hub sure—the shortest path sure—multiple iterative—make line”, can assure an

Express delivery company aviation network than the efficiency of the present situation, So that carbon
emissions less than present situation, to achieve the goal of green express aviation network, and the cost less
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than the status quo.

Through calculation, the algorithm and the accuracy of practical application other related algorithm is more
effective and more close to reality. This algorithm is easy to make the treatment efficiency, through the
computer programming calculation relative to other related algorithm is more quickly.

5. Epilogue

Aviation carbon emissions is one of the major reasons for global warming, and express industry in air
transport industry is more and more important, construction of the green express aviation network has certain
forward-looking. Build the green express industry aviation network, not a single factors, but by many factors,
various, multi-level network composed of express.

Before the related studies, most research mainly aims about the civil aviation industry or carbon emissions
strategy problem in microscopically on, did not in on microscopic express profession construction of low
carbon green the particularity of the aviation network to consider.

From the author’s point of view, this paper combining multiple iterative and a Dijkstra algorithm to aviation
network planning, research aviation network optimal path, to get the goals about express aviation network of
low carbon green, low cost and high efficiency. At the same time, the model is close to reality, has strong
applicability.

Along with the raise of consciousness of environmental protection and low carbon green , the aviation
industry participants to aviation network resources optimization and configuration also pay more and more
attention to, this paper research the express profession green aviation network planning, can provide
references about the aviation industry of express to build green aviation network planning, to some extent,
reduce the express industry air transport carbon emissions, promotion, and optimization of the aviation
network efficiency and reduce the cost. Of course the more draws close to the reality that makes the more

complex algorithm, inZFij = 2.392TUQS (i>0, j>0), the algorithm considering the situation is Q and S
1 1

fixed, carbon emissions only related to flight time, the reality of the Q and S may not fixed, because T;S = Lj;;,

and the distance between the two hub L; for setting value, this time the aviation carbon emissions only about

fuel consumption Q, the greater the Q carbon emissions is high, the smaller the Q carbon emissions is less, the

visible through the update technology reduce fuel consumption of the Q, is effective to reduce carbon

emissions measures.
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1. Introduction

Schedule reliability has become an area of topical interest following various initiatives by liner shipping
companies recently, notably the new “Daily Maersk™ policy by Maersk Line, which focuses on guaranteed
punctual departures and arrivals. Shippers have demanded schedule reliability for some time in attempts to
reduce uncertainties from their international supply chains. This call has seemingly reached a new level as
some powers have apparently shifted to the customers of containerized services as volumes have reduced
following the global economic problems seen in recent years. In addition, there have been developments in the
Rotterdam Rules legal framework covering liner shipping companies operations in connection with schedule
integrity (UNCITRAL, 2008) and beyond this in terms of the anti-trust rules on competition introduced on
trading to European Union ports from October 2008 (Marlow and Nair, 2008). The paper will assess the
principal developments in the container liner shipping sector in relation to schedule integrity, with the purpose
of clearly defining what service reliability currently means and establishing the implications and topics for
future research in the field.

Figure 1: Three of the Determining Entities of Schedule Reliability in the Container Liner Shipping

Three of the Determining Entities of Schedule Reliability in Container Liner Shipping

THE DEMAND
PERSPECTIVE

THE
\ " THE
SUPPLY-SIDE STo REGULATORY

ENVIRONMENT

STUDY FOCUS
SCHEDULE RELIABILITY — CONTAINER LINER SHIPPING

To undertake this study, after a literature review which attempts to clearly define what schedule reliability
means in the context of container liner shipping, a structured methodology to system enquiry will be followed
(Kettinger, et. al. 1997). This identifies three of the determining entities identified by Mason and Nair (2012)
comprising of demand, supply and regulation in the sector (Figure 1). In this paper, a particular focus has been
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applied to the main arterial trade routes of inter-regional international container shipping.
2. Background
Container Liner Shipping — A Vital Cog in Modern Global Commerce

Today, commerce is defined by its international spread and nations have become inter-twined in a global
network of trade. An important facilitator of this is international seaborne transport which currently provides
more than 80 per cent of world trade by volume (UNCTAD, 2011). Within this context container shipping
accounts for about 60 percent of the goods by value moved internationally by sea each year (UNCTAD, 2011).

Until recent times the container liner shipping sector has been a strong industry to be involved in, with the
demand for global seaborne container transport rising annually on average at around +9% since its inception
as a significant mode of international cargo movement commenced over the 40 years until 2007 (Mason and
Nair, 2012). This is well above world GDP growth rates for virtually every year over that period. However,
there are substantial risks involved in providing shipping services, especially because the size of investments
in the sector are invariably highly capital intensive. In recent years, following the banking crisis in 2008 and
its prolonged impact on the global economy, notably in the west, the landscape has become more turbulent for
container liner shipping operators.

The Scheduled Nature of Container Liner Shipping

One of the key characterising aspects of the container liner shipping sector is the scheduled basis of their
operations (Gardner et al., 2002, Stopford, 2009). For bulk shipping vessels, operators have the choice not to
embark on a journey until they have a pay-load to meet the costs involved. However, in container liner
shipping, because of the scheduled nature of operations, this is quite different. As a result, the majority of total
costs for a service are borne irrespective of how full the vessel is. In this sense there is a substantial disconnect
between the costs incurred and the price vessel operators actually can levy, which is in reality a function of the
demand and supply situation in the marketplace at any one time (Mason and Nair, 2012). Globally, there are
approximately 400 scheduled container liner services, most sailing weekly (Containerisation International,
2012) with the dense routes being the transpacific, the Europe Far East and the transatlantic routes.

Defining Schedule Reliability

Principally, the quality of service in container liner shipping largely depends on the reliability of the schedule,
the focus of this paper, and the frequency of the service (Marx, 1953 and Mason and Nair, 2012). Notteboom
(2006) defines container liner schedule network reliability as, “the probability that one or more of its links
does not fail to function, according to a standard set of operating variables”. This is a useful definition as it
provides flexibility in terms of how reliability is precisely delineated and suggests through the term
“probability”, that it is not just concerned with what has happened in the past, but also about the confidence
that can be given by relevant actors to reliability rates for specific carriers in different trade lanes and
networks in the future.

To support this broader theoretical definition, numerous monitoring benchmarking surveys are produced by
trade information bodies and consultants on schedule reliability: for example Drewry Shipping Consultant’s
“Schedule Reliability Insight Report” and Sealntel’s “Port-Port Schedule Reliability Fact Sheet”. Here,
definitions are more exacting and are principally based around a simple delivery on time metric. However,
this metric can be determined in different ways: should delivery on time be measured in terms of delivery by a
set hour, or a longer period such as a half day or whole day. Similarly, should it be just a measure of being on
time or not, however that is specified, or should it include how late a particular vessel was: surely a vessel
arriving three days late into port is worse than a vessel being a few hours late. A sign that there is currently the
heightened interest in schedule reliability suggested in this paper is the fact that both Sealntel and Drewry
have both launched or re-launched their benchmarking reliability monitor schemes in the past nine months
(Sealntel in July 2011 and Drewry in April 2012). The reports that are produced are used across the industry.
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The Low Reliability Record of the Liner Shipping Sector

These trade analyst reports, along with a range of academic studies suggest that the container liner shipping
sector has become characterized by poor rates of schedule reliability. For instance, the Drewry survey
(Drewry Shipping Consultants, 2007) reported low reliability levels on worldwide liner services, with a
percentage of on-time vessel calls of about 52%. Vernimmen, et al. (2007) reported on a large survey which
revealed that “over 40% of the vessels deployed on worldwide liner services arrived one or more days behind
schedule”. And more recently, according to a report from Sealntel Maritime Analysis, the global schedule
reliability is noted as being still fairly low. It decreased from 63% in November to 59% in December 2011,
which means it remains the case that over 40% of the vessels on global liner services arrive behind schedule.

The recently commenced Sealntel schedule reliability database also provides a useful insight into more of the
detail of schedule reliability. It comprises of more than 35,000 arrivals, 44 carriers and 16 trade-lanes.
Reliability is measured as arrival on the same calendar day or the day before. In late 2011 it showed that
Maersk was the most reliable player with 74% of its vessels arriving on time, followed by Hamburg Sud with
70% and MOL with 67%. The schedule reliability on trade-lanes between North and South America and from
Asia to the Mediterranean improved. The east-west trades saw deterioration, caused by ships being withdrawn
for the winter season, including dry docking and lay-up. A more exacting measure of schedule reliability is
also compiled by Sealntel who separately measure those carriers that record schedules by the hour, of which
there are seven: Maersk Line, Hamburg Sud, NYK, Yangming, OOCL, Wan Hai and Hanjin.

Thus, it can be seen that schedule reliability in the container liner shipping has been an on-going concern for
practitioners and a key of area of interest for academics studying the sector.

Identifying the Research Gap

In particular, two papers stand out in making significant contributions in this specific subject area. First
Notteboom (2006) assessed the “time factor” in contemporary container liner shipping. He noted that schedule
adherence was highly desirable from the shippers’ perspectives but confirmed that in reality reliability rates
were low. He explored the reasons for this, identifying port congestion as the principal causing factor, which
will be explored in the supply-side story below. Although he suggested that many factors were outside the
direct control of carriers he identified that carriers had markedly different approaches to schedule reliability
and thus this could become a major source of differentiation in future markets. He concluded by suggesting a
range of mitigating tools and applications which if taken could help carriers achieve better reliability rates. He
ended by warning that, “as liner service networks have become more complex, the possible impact of service
disruptions in one segment of the network on the network as a whole increases and could substantially lower
the attractiveness of some types of liner service design”.

The second significant paper of note looked specifically at the subject of “schedule unreliability in liner
shipping” (Vernimmen et al, 2007). It reaffirmed the issue of schedule unreliability was a characterizing
feature of container liner shipping, but also noted a wide-spread variation between different trade lanes and
different carriers. The paper focused on the impact unreliability had on shippers, and through a case study
illustrated that significant extra safety stocks were required where the probability of unreliability was high.

Since these two papers however, the operating scenario faced by the sector has changed significantly across
all three of the determining entities of demand, supply and regulation which will each be examined in this
paper. Thus this paper fulfills an important role in beginning to bring up to date much of the analysis
undertaken in previous research in the area so that more contemporary influences that are now coming to bear
can be analysed.

3. An Exploration of Three Determining Entities in the Container Liner Shipping in relation to
Schedule Integrity

The following section sets out to generate an understanding of the surrounding issues which currently impact
on schedule reliability in container liner shipping. As explained at the outset of the paper this is conceived
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through the lens of three determining entities which have a profound impact on the container liner system: the
demand perspective of the shippers, the supply-side story from the providers and the ever-changing regulatory
backdrop pertinent in the regions of the globe liner services operate within.

The Demand Perspective — Why Improved Schedule Reliability is Craved by Shippers?

The global marketplace for goods and services has become increasingly competitive and has become
characterized by organizations frequently switching sources of supply and their location of manufacture to
lower-wage economies, sometimes at a considerable distance away from the marketplace. This transition has
been made partly possible due to the dramatic decreases in transportation costs brought about by the
developments of the container liner shipping sector over recent decades. As a result, general cargo shipped in
containers can be moved faster, cheaper, safer and in a much more controlled manner than in the days before
the container system was invented and established.

Commensurate with this there have been considerable developments in information systems which facilitate
advanced communications capabilities to play a crucial role in supporting these extended supply chains. And,
there have also been considerable advances in terms of knowledge around how to manage supply chains to
achieve optimum results. The management of uncertainty and the ability to control the supply chain have
become significant factors for those organizations attempting to compete through supply chain management
prowess.

However, although shippers have craved certainty from their international supply chains (Christopher et al.,
2006) this generally has not been forth-coming due to the many factors which cause time and cost deviations
in “trans-ocean” supply chains. Clearly, these extended supply chains are highly complex and should be
viewed holistically from end-end. However, the principal leg of any land-sea-land route involving multi-
modal transport connections is the ocean leg and it is here, as has been noted above, that historically reliability
of schedule adherence has been very weak.

Why does this matter? In summary Frankel (1997) sums up the issue: “deviations in supply chain times add
substantially greater costs than these associated with inter-modal buffer and transport delivery costs....... lack
of effective schedule and operational control is estimated to add more than 60% to the cost of inter-modal
transport and to more than double the real cost of the total supply chain for simple supply chains, while the
costs penalties in more complex or less technologically advanced supply chains will be much higher”.

Thus there is a real need from the demand perspective to transform the schedule reliability of the container
liner shipping sector which is at the heart of the global commerce system which has developed today. If this
can be achieved there are significant opportunities for the breakthroughs that can be achieved through supply
chain management excellence to be applied to extended international supply chains. This clearly would be of
huge benefit to shippers and their customers, but also to providers of container liner shipping too. To explore
this, the supply side story is now set out.

The Supply Side Story — Why is Schedule Reliability so Poor?

Clearly, schedule unreliability has been an on-going issue for the container liner shipping sector. There are a
number of broader supply issues that have contributed to this reputation being developed, some of which are
within the control of carriers, whilst others are outside this direct scope of control.

Notteboom (2006) examined the main causes of schedule unreliability. Examining the East Asia — Europe
route for 2004 (Table 1) he found that the principal cause cited for schedule unreliability was to do with
performance levels at ports, which accounted for a combined sum of 93.8% of the total source explanations
for schedule unreliability. Although the survey was carried out in a peak period in 2004 at a time when many
ports were particularly lagging behind the compound growth of container shipping volumes in terms of their
own capability investments, port connected issues were clearly the dominant factor in causing instability in
the container shipping system. Clearly it follows that ports beyond the first call on a loop were more
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susceptible to schedule unreliability, as the more ports called on prior to docking the greater the chance of a
delay.

Table 1: Sources of Schedule Unreliability on the East Asia — Europe Route — Fourth Quarter 2004
(Notteboom, 2006)

Source of schedule unreliability Percentage Port Related Source
Port/Terminal Congestion — unexpected waiting times 65.5% Yes
before berthing or before starting/loading or discharging
Port/Terminal Productivity Below Expectations 20.6% Yes
(loading/discharging)

Unexpected Waiting Times — due to weather or on route 5.3% No
mechanical problems.

Unexpected Waiting Times - in Port Channel Access 4.7% Yes
(pilotage, towage)

Unexpected Waiting Times - in Port Channel Access (tidal 2.8% Yes
windows)

Suez Convoy Missed 0.9% No
Unexpected Waiting Times — at bunkering site /port 0.2% Yes

Thus, it would appear that as container liner operators are part of a wider system that they are not in control of
their own schedule integrity. Vernimmen et al. (2007) confirmed this pointing out that poor schedule
reliability “can be explained by a number of factors, many of which are beyond shipping lines’ control. A
major contributing factor to decreasing schedule integrity in recent years is the mismatch between the demand
for container services and the supply of container handling capacity; this is especially felt during peak
periods”.

This vulnerability of the container liner service to outside sources of problems is also an important issue.
Notteboom (2006) cited Taylor and D’Este (2003) in suggesting that reliability and vulnerability are two inter-
related concepts. He notes that vulnerability refers to “a network’s weaknesses and the economic and social
consequences of a network failure”. Thus, to understand how reliable a network such as the supply of
container liner services could be, an assessment of how vulnerable a network is should also be explored.

A further connected point is the ease to which carriers can catch up time if they run behind schedule — their
mitigating options. Notteboom (2006) provided a list of six tactics which could be employed by carriers to
revert to schedule:

to reshuffle the order of ports;

to skip a port completely;

to employ cut and run tactics;

to deploy other vessels to take over in combination with a delivery to a hub;
to look to speed up future port turnaround times, or,

to increase vessel speed between ports, especially on inter-continental legs.

What can be quickly seen from this list is that no option is totally a harmless one. Each one will either impact
severely on service levels for some customers or result in substantial extra costs for the carrier itself. So when
a vessel slips behind schedule, for whatever reason, it can be a considerable challenge to make up this time
loss in as painless a way as possible.

A key issue here is the degree of buffering that is employed to protect or bolster schedules. Clearly, a
buffering policy has costs and penalties inherent in it. Indeed the strategies of different carriers to either build
in buffers or show determination to make up schedule slippage range widely and should form an area for
future research.
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The Regulatory Environment — How can Legislators Ensure a Fair Deal for Providers and Shippers?

As has been discussed the container liner shipping industry is characterised by the provision of scheduled
services. Left unregulated the scheduled nature of any maritime sector could threaten the ability to provide a
sustainable industry and this has been recognised throughout the history of the maritime sector since the mid-
19™ century. Therefore, unlike many other industries, operators have been generally permitted since the
1800’s to enter into horizontal collaboration in the form of price fixing and supply regulation agreements with
competing carriers. These agreements, which have become the norm in the scheduled shipping industry, first
appeared in the UK/Calcutta trade in 1875 with the setting of the price conference agreement to serve the tea
trade between UK and India (Marlow and Nair, 2008). Subsequently, the industry has seen the proliferation of
such agreements all over the world seaborne trade.

In the container liner shipping sector this regulating mentality has been applied. Although these price fixing
and conference agreements were regarded as being potentially in breach of the antitrust regulations initially of
the USA, they were seen as meeting a latent demand for shipping services of small ship lot cargo and thus
assuring stability of trade for shippers and traders globally. The literature suggests that largely as a result of
this perception, the agreements were allowed to operate under a system of exemptions from antitrust rules
such as firstly the US Shipping Act of 1916 which was then repealed and replaced by the US Shipping Act of
1984, currently still in operation today (FMC, 1989; Nair, 2009). Secondly, this form of horizontal
collaboration was also granted immunity from the rules on competition contained in Articles 81 and 82 of the
EU Treaty (subsequently renumbered as Articles 101 and 102 of the Treaty on Functioning of the European
Union, under the Treaty of Lisbon signed in 2007).

International Legal Rules and Instruments on Reliability

Schedule reliability is conceived within the regulatory framework as a key constituent of what needs to be
monitored to ensure a fair deal for both carriers and shippers. Thus a legal burden is placed on maritime
transport including container shipping by relevant international transport rules to provide a minimum level of
commitment to schedule reliability. This ensures that relevant provisions in carriage contracts such as the bill
of lading for container sea transport include liability on carriers to perform their service without delay. It also
permits an antitrust rule framework which enables carriers and shippers to work on a short term basis with
mutual obligations and commitments.

The route for ensuring compliance of shipping lines to time reliability is through transport contract agreements
which are then contained in documents with the most used one being the bill of lading. This document has
been regulated by a number of international conventions with the popular one being the Hague Visby Rules
(HV_Rules) adopted in 1968. This Convention which is currently in force in a number of jurisdictions
worldwide including under English law does not contain any provision for delay. The liability of the carrier
under the HV Rules concern the loss or damage to cargo that is carried and provides for the rules to determine
the damages that would be payable to claimant in the event that such losses or damages occur to the cargo
carried under the Rules.

The Hamburg Rules of 1978 on the other hand (United Nations Convention on the Carriage of Goods by Sea,
Hamburg, 1978), provides specifically in Article 5, that:

“The carrier is liable for loss resulting from the loss of or damage to the goods, as well as from delay in
delivery, if the occurrence which caused the loss, damage or delay took place while the goods were in his
charge as defined in Article 4, unless the carrier proves that he, his servants or agents took all measures that
could reasonably be required to avoid the occurrence and its consequences”

The concept of delay in paragraph 2 of this article is measured “...within the time expressly agreed upon...or
within the time which ...reasonable to require of a diligent carrier....”.

The liability for delay is provided in Article 6 paragraph 1, sub para (b), as “...equivalent to two and a half
times the freight payable under the contract of carriage by sea.”
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More recently, the United Nations adopted the text of the UN Convention on Contracts for the International
Carriage of Goods Wholly or Partly by Sea on 11 December 2008. The Resolution that was adopted with this
Convention also recommended that the rules be called the “Rotterdam Rules” (Carr, 2010). The Rules provide
that the carrier is liable for the loss or damage to the goods or delay in delivery. In addition, the Rules provide
for the right to claim for economic loss due to delay in delivery, with a specific provision on the limits
established for these claims in Article 60. Finally, there is the provision that the limits under this claim would
be removed where the carrier actions are attributable to a personal act or omission of the person claiming a
right to limit with intent to cause such loss or recklessly and with knowledge that such loss would probably
result, and this is defined to include delay. This most recent international legal regime, which could have wide
international application has already moved similarly to the provisions in the Hamburg rules and have
incorporated the need to consider delay as an element of the transport operations.

Over the above specific provisions in legal instruments, there is another legal provision which is the
instrument of service contracts (Marlow and Nair, 2008). These service contracts are available within the body
of rules contained in antitrust laws of both the United States and the European Union. These contracts allow
container shipping companies to enter into direct transport contract arrangement with exporters. These
contracts are defined in their scope in terms of service frequency and coverage; this would also include
provisions on the commitments to reliability by both cargo owners as well as shipping companies. The
principal reason to enter into these service contracts is to reduce potential uncertainties of cargo volumes and
thus ensure more consistent deployment of ships in a particular trade route to be served by container shipping
companies. These service contracts provide a wider net of the legal framework for structuring the relationship
between carriers and shippers in their cargo contracts and it would be useful to determine whether these
provisions are within the consideration of carriers in their commitment to service quality for scheduled
services.

The bill of lading is the document that is regarded in law as the evidence of the contract although it would also
be referred to for the contract of carriage in its entirety depending upon the party that is the holder of the
document. It contains the terms of the carriage that will be relied upon to establish the obligation of the carrier
and the shipper depending upon the circumstances. It should be noted that in the case of the FIATA bill of
lading for multimodal transport there is a provision for liability of the freight forwarder not only for loss or
damage, but also for delay. In view of this provision in the bill of lading there is a contractual commitment to
perform to an agreed time frame when the transport contract is entered into between the parties concerned.

4. Developing an Agenda for Future Research in Container Shipping Schedule Reliability

This study’s objective is to determine an agenda for future research in the concept of schedule reliability. A
key output of this is to suggest that future research in this area should be conceived of from the three
determining entities set out above: the demand perspective, the supply side story and the regulatory
environment. In the following section specific themes emerging from each of these entities, which have
emerged through the review above, are presented (Table 2). This can act as an agenda for future research in
this topic area by, in essence, breaking down the research and asking two fundamental questions:

1. What are the factors driving the need for enhanced container liner schedule reliability?
2. What are the factors decreasing the vulnerability of container liner schedule disruption?

Table 2: Potential Causes of a Change of Emphasis on Liner Shipping Schedule Reliability — An
Agenda for Future Research

What are the factors driving the need | What are the factors decreasing the

for enhanced container liner schedule vulnerability of container liner

reliability? schedule disruption?
The Demand - Is there an increasing focus from | - Does a cooling off of demand
Perspective shippers on schedule reliability as a key | volumes on routes such as the Asia —
performance attribute? Europe leg since 2008 reduced the
(from shippers and - Does a trade off for schedule | pressure on port systems? For

other supply chain reliability exist from shippers in | example:
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actors: e.g. port

demanding an exchange for slow-

Allowed investments in port

carriers on Asia — Europe routes (spin-
off implications of poor schedule
reliability have increased)?

- Is there a more integrated ownership
of assets emerging in international
maritime logistics among the principal
liner shipping operators which may be
impacting on the desire they have for
better reliability? (operators suffer in
other aspects of their business if
reliability levels remain poor)?

- Is there an increased strategic focus
given to liner shipping reliability in
recent years by leading operators (the
need to differentiate through service
increasing as other differentiating
options become exhausted)?

operators) steaming (if it is going to take longer at handling capacity time to catch up
least to make sure consignments arrive with demand levels (e.g. in
are on time!)? Chinese  and in north west
- Is a trade off for greater schedule European ports)
reliability demanded for against higher Facilitated an increase in inter-
prices being levied (again — if it is port competition sharpening the
going to cost more to move goods — focus on reducing
make sure the service reliability is loading/unloading delays
improved)?
- Has wvertical integration through | - Do buffering tactics have to become
ownership of the supply side of | more prominent to support liner
container shipping been developed in | operators strategies around schedule
recent years — e.g. how many of the | reliability? For example:
leading vessel operators now also o Does slow-steaming provide a
own/run ports or berths within ports? greater transit time buffer?
- Is there a more integrated network e Do investments in capacity
The Supply Side Story | emerging in support of large arterial ahead of realized demand

levels mean more back up
vessels are available?

e Do the increasing dominance
of larger vessels mean that
hub-hub routes are becoming
simpler (with generally fewer
port calls)?

e Have ownership of ports
become more integrated with
vessel operations for the main
carriers?

The Regulatory
Environment

- Do the changing anti-trust rules create
a more competitive environment
especially since 2008 in Europe
following the removal of immunities
from article 101 TFEU?

- Do the new Rotterdam rules mean that
the focus on schedule reliability has
become more of a transparent
imperative as an industry legal standard
to be complied with?

- Have the new Rotterdam rules meant
that stricter penalties are enforceable
for delays in delivery of shipments?

5. Conclusion

This paper is conceived through the lens of three determining entities which have a profound impact on
delivery schedule reliability: the demand perspective of the shippers, the supply-side story from the providers
and the ever-changing regulatory backdrop pertinent in the regions of the globe liner services operate within.
The broad picture for each determining entity has been developed with more contemporary issues in relation
to each entity being identified as potential avenues for exploration and for future research.

The financial market has changed drastically since 2008, which has had a severe impact on demand and
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supply for shipping services. The 2008 financial crisis saw the shipping industry responding by adjusting
supply through slow-steaming, laying-up and engaging in chartering as ways to adjust to the changing demand
(Drewry Shipping Consultants, 2009, Mason and Nair, 2012). There was a brief recovery through 2009 after
the 2008 financial crisis and several liner companies regained the confidence in building larger ships (for
example: Maersk Line and Evergreen). However, in 2010 and 2011 the Euro zone crisis hit the financial
market and the shipping market suffered again. Following the two shocks the shipping industry has faced, it
appears that the shipping companies could have miscalculated and to be running out of strategies to save
themselves from substantial losses on their container liner businesses. More recently, shipping companies
appear to be exploring service quality as a means to regain profit, which raises the potential for more severe
competition among different shipping companies. To complicate this situation a shift appears to be developing
in the strategies of liner shipping companies from collaborative action to a more independent unilateral stance.
This appears to be partly driven by recent changes in the anti-trust rules on competition introduced on trading
to EU ports since October 2008, which is important to research in any study on schedule reliability. The
findings of future research in this area will be of interest to practitioners connected with the international liner
shipping sector as well as academics interested in the industry and the wider notion of the viability of
international supply chain management.
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Abstract

Following the proliferation of globalization and the knowledge-based economy, there is widespread consensus
amongst researchers in the field of strategy that knowledge — an invaluable resource — enhances the
competitiveness of firms. Strategic alliances between firms — a pervasive phenomenon in the field of business
today — are increasingly employed as instruments for knowledge- sharing, whilst the consequent formation of
alliance networks is progressively becoming rampant and prominent. In recent years, the effect of alliance
networks on individual firm performance has become a vital subject of study for both industry practitioners
and scholars. While there has been increased growth in literature on the knowledge-based view, strategic
alliance and alliance networks in recent years, research in these areas within the maritime industry has been
limited. Nevertheless, as strategic alliances are common phenomena in the maritime industry, especially in
liner shipping, it is important to examine the knowledge dynamics within alliance networks in the context of
the liner shipping industry. Utilizing a qualitative research approach based on in-depth face-to-face interviews
with high level executives from liner shipping firms embedded in alliance networks, this study sheds light on
the mechanisms of knowledge-sharing within alliance networks, illustrates how knowledge-sharing amongst
strategic alliance partners leads to improved firm performance, as well as depicts the limited positive
moderating effects of the co-location of alliance firms within clusters on the former relationship. The results
of this study provide significant practical insights to senior executives of liner shipping firms in their strategic
decision-making process pertaining to the management of knowledge and relations within ‘co-petitive’
strategic alliances, as well as the consequent implications on firm performance. In addition, this study also
contributes academically by illustrating how knowledge management theory applies in the context of the
maritime industry.

Keywords: strategic alliance networks, knowledge-sharing, cluster theory, liner shipping

1. Introduction

Strategic alliances, undoubtedly a pervasive phenomenon in the field of business today, are generally defined
as voluntary cooperative arrangements between firms which encompass the exchange, sharing, or co-
development of capital, technology or firm-specific resources (Parkhe, 1993; Gulati, 1998). It is extensively
acknowledged that strategic alliances provide significant means to firms for customer value creation and
competitive advantage augmentation, such as access to new markets and technologies, enhanced product
development, and economies of scale and scope (Mariti and Smiley, 1983; Hagedoorn, 1993), whilst the
consequent formation of alliance networks is progressively becoming rampant and prominent. Following the
proliferation of globalization and the knowledge-based economy, there is widespread consensus amongst
researchers in the field of strategy that knowledge, viewed as an invaluable resource, is instrumental for the
success and competitiveness of firms (Grant, 1996; Boisot, 1998). Consequently, it is unsurprising that
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strategic alliances are increasingly employed by firms as instruments for knowledge access and acquisition,
while research interest in the area of knowledge sharing amongst strategic alliances has also grown
tremendously (Simonin, 2004; Grant and Baden-Fuller, 2005).

In recent years, the effect of alliance networks on individual firm performance has become a popular subject
of study for both industry practitioners and scholars (Dyer and Singh, 1998; Gulati et al., 2000; Koka and
Prescott, 2002). It has been suggested that the performance and conduct of firms can be more meaningfully
comprehended by studying the network of relationships within which they are embedded (Gulati et al., 2000;
Molina-Morales and Martinez-Fernandez, 2010). While there has been burgeoning literature on knowledge
sharing within strategic alliance networks in recent years, studies which empirically examine the specific
mechanisms of knowledge sharing in horizontal alliances and assessing their resulting impact of knowledge
sharing on the performance of firms embedded within alliance networks are limited. Furthermore, research in
the aforementioned areas within the maritime industry is also relatively scant despite strategic alliances and
alliance networks being pervasive phenomena, especially in liner shipping. Hence, it is meaningful both in
terms of academic and practical implications to study and explore these concepts in the context of the liner
shipping industry.

In essence, this study seeks to identify the relevant knowledge sharing mechanisms and their impact on firm
performance within strategic alliance networks. The moderating effects of the co-location of alliance partners
within an industrial cluster in the context of the liner shipping industry would also be examined. This paper
consists of five main sections, with the next section comprising of a discussion of the general theories related
to the topic examined, namely the knowledge-based view, cluster theory, as well as strategic alliances in the
liner shipping industry. The third section then follows by introducing the proposed conceptual framework and
research methodology. The fourth section consists of research findings, discussion of the implications of this
study and the opportunities for future research, while the final section concludes this paper.

2. Related Theories and Strategic Alliances in the Liner Shipping Industry
2.1.  What is Knowledge?

Morone and Taylor (2010) have classified and summarized several knowledge types as follows: 1) ‘know-
what’; 2) ‘know-why’; 3) ‘know-how’; and 4) ‘know-who’. ‘Know-what’ encompasses knowledge pertaining
to facts and is strongly linked to the concept of information, while ‘know-why’ comprises of ‘the scientific
knowledge of principles and laws of motion in nature, in the human mind, and in society’ (Lundvall and
Foray, 1998). ‘Know-how’, on the other hand, refers to the skills and capability to accomplish something,
which usually reside in individuals and firms. Finally, ‘know-who’ involves information regarding ‘who
knows what and who knows how to do what’ (Lundvall and Foray, 1998). With reference to above
classification, knowledge and information are evidently inter-related concepts, but are nevertheless distinctly
different. As proposed by various scholars, information consists of the structured arrangement of data which
makes its conveyance through physical channels relatively easy, while knowledge is derived via cognitive
processes and procedures through which an array of information are intermixed and expressed (Davenport and
Prusak, 1998; David and Foray, 2002). Thus, as Howells (2002) aptly defines, knowledge is ‘a dynamic
framework or structure from which information can be stored, processed and understood’. Conclusively,
knowledge functions as a critical means to comprehend and utilize information, which would be ineffective
and futile for any kind of economic application in the absence of the necessary prior knowledge.

In addition, knowledge was broadly also differentiated into two main epistemological dimensions namely,
explicit (or codified) knowledge and tacit knowledge (Polanyi, 1967; Nonaka and Takeuchi, 1995). Explicit or
codified knowledge is basically recorded and formalized in a specific language which can be transferred and
communicated in the form of manuals, instruction booklets and etc. On the other hand, tacit knowledge is
characterized to be abstract, informal, internalized and experiential, and is mainly acquired through direct
experience and vigorous participation in the learning process (Polanyi, 1967; Nonaka and Takeuchi, 1995).
Explicit knowledge fundamentally forms the basic building blocks in the learning mechanism, while tacit
knowledge involves the cognitive connection and integration. Moreover, while explicit knowledge is
entrenched within standardized routines and procedures, tacit knowledge is normally transferred and
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established within context-specific non-standardized regimes (Martin and Salomon, 2003). While tacit
knowledge is widely debated to be of more value, explicit knowledge can be obtained and utilized more
straightforwardly and promptly in comparison (Polanyi, 1967). By and large, knowledge in the form of
quantifiable and recorded procedures, routines and technologies are considered to be explicit and relatively
easier to transfer. In contrast, managerial, organizational and marketing expertises, which are intrinsically
complex and difficult to codify in handbooks or formulas, are deemed to be more tacit as compared to
technological knowledge (Shenkar and Li, 1999).

Following the studies of Polanyi (1967), the two-prong dimensions of explicit and tacit knowledge have
actively been acknowledged and applied in research for various fields, including strategic management,
knowledge management, organizational management and etc. Inevitably, these distinct concepts of explicit
and tacit knowledge have profound implications on the mechanisms and dynamics of knowledge sharing.

2.2.  The Knowledge-based View of Collaboration

The knowledge-based view of the firm, derived from resource-based theory (Barney, 1991), emphasizes
knowledge as a critical resource necessary for sustained competitive advantage and highlights the importance
of the ability of firms to access, create and assimilate knowledge (Grant, 1996; Grant and Baden-Fuller,
2004). Similarly, the knowledge-based view of collaboration, which entails the acquisition and access of
knowledge as a resource via strategic alliances, stems also from the resource-based view (Barney, 1991) and
resource-dependence theory (Pfeffer and Salancik, 1978). This is evident in the increasing number of strategic
alliance studies which have uncovered knowledge sharing, which entails the transfer of know-how,
organizational capabilities, technology and etc, as a primary intent for collaboration (Khanna et al., 1998;
Dyer and Nobeoka, 2000; Simonin, 2004). As economies become more globalized and knowledge-based,
knowledge creation and learning are increasingly becoming more crucial for firm competitiveness and
performance. In order to innovate and remain competitive, firms generally go through learning processes
involving the utilization of existing knowledge, as well as acquisition and creation of new knowledge. Many
scholars have also identified that inter-organizational learning, through collaboration with other firms coupled
with the subsequent monitoring and imitating of their practices, is crucial for firm competitiveness (Levinson
and Asahi, 1996; Powell et al., 1996). Often, innovation also entails the exchange of mutually beneficial
learned knowledge, which implies that knowledge sharing is inherently a socially-driven process (Berger and
Luckmann, 1966) that plays a critical role in the mechanism of learning.

Grant and Baden-Fuller (2004) argue that alliances possess a fundamental advantage of knowledge access as
compared to other firms, and have revealed in their study that alliances enhance efficiency in knowledge
utilization and integration of applicable knowledge into complex product and service offerings. Collaboration
networks within strategic alliances are thus essentially effective conduits which can be exploited for
knowledge access and exchange for mutual benefit by alliance partners. These conduits for knowledge flows
can take the form of legal contracts governing the collaboration, as well as social relations between alliance
partners. While legal contracts specify the obligations and confines of alliance partners, social relations go
further by helping to foster trust and shared identities, which encourage the free flow and exchange of
knowledge as well as decrease transaction costs (Dyer and Nobeoka, 2000). Generally, trust provides
confidence and security that the knowledge shared will not be abused and subject to opportunism, while
shared identities facilitate learning and overcome obstacles. When appropriate knowledge is shared amongst
alliance partners and effectively utilized to enhance the efficiency, flexibility, as well as service quality and
offering of the respective strategic alliance, the individual firm performance is expected to improve.

2.3. Cluster Theory

Nevertheless, the relationship between knowledge sharing and firm performance is expected to be
significantly enhanced by a firm’s co-location with alliance partners within an industrial cluster. This is
because the incidence and tendency of knowledge sharing is generally acknowledged to be augmented by
clusters, which are defined as ‘geographic concentrations of inter-connected companies and institutions in a
particular field’ (Porter, 1998). Subsequently, presuming that the relationship between knowledge sharing and
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firm performance is positively linear, an increased level of knowledge sharing would essentially lead to a
proportionate increase in firm performance.

Clusters typically embody the notion of geographical proximity, which encourages the formation of strong
local networks (Saxenian, 1994; Maillat et al., 1997; Porter, 2000) amongst alliance partners in the event of
co-location. These strong local networks forged amongst co-located alliance partners in turn facilitates
dynamic social interactions (Henry and Pinch, 2002), thereby generating ‘untraded interdependencies’
(Storper, 1995) — informal exchanges and arrangements — that can function as effective conduits for
knowledge or information flows. Furthermore, knowledge sharing is believed to be enhanced by relations
established on reciprocity and trust, which stem from being a part of communities of practice (Brown and
Duguid, 2001) or epistemic communities where actors share similar education and skill-sets (Wilson and
Spoehr, 2010). Moreover, geographical clustering is widely proposed to enrich the exchange of spatially
‘sticky’ and difficult to articulate tacit knowledge between the proximate firms (Gertler and Wolfe, 2005), as
opposed to remote firms. Therefore, the co-location of alliance partners in a cluster fosters the stimulation of
dynamic knowledge flows — both tacit and explicit — within the alliance network via the effects of the cluster’s
‘local buzz’ (Bathelt et al., 2004) or ‘industrial atmosphere’ (Marshall, 1927). According to Storper and
Venables (2003), ‘buzz’ is generated through parties being physically co-located and refers to the wide-
ranging settings conducive for both purposed and accidental face-to-face meetings that give rise to myriad
forms of knowledge exchanges.

2.4, Strategic Alliances in the Liner Shipping Industry

Following the illustrations of relevant theories in the previous sections, this section discusses whether the
respective theories are applicable in the context of the liner shipping industry. As most liner shipping routes
are dedicated to the shipment of containers, the strategic alliances and networks discussed in this study shall
be confined to the containerized liner shipping sector. Horizontal in nature, strategic alliances amongst liner
shipping firms are operationally-driven and revolve mainly around collaborative agreements with competitors
encompassing vessel pooling, space purchase and space exchange. While it is widely accepted and understood
that strategic alliances in the liner shipping sector are essentially forged for the purposes of risk-sharing, cost
minimization, attainment of economies of scale, plugging resource-based gaps, service network integration
and market penetration (Slack et al., 2002), the persistent challenges posed by the current volatile and
uncertain business climate, coupled with the perennial low profitability of liner shipping firms calls for a shift
in paradigm towards a knowledge-based view for collaboration. The knowledge-based approach for
collaboration involves alliance firms establishing an effective knowledge sharing network within the strategic
alliance, whereby relevant knowledge vital for alliance competitiveness and sustainability flow freely for the
benefit of the alliance network as a whole. With the increase in accessibility of knowledge, coupled with its
subsequent appropriate application and integration, the liner shipping firms’ performance is expected to
improve.

Liner shipping firms operate in an extremely volatile and uncertain environment, with demand and supply
being highly dependent on the state of the global economy and trade. Demand for shipping is fundamentally
driven by the world economy and seaborne commodity trades, and is primarily recognized as ‘derived
demand’. Shipping demand in turn influences freight rates, which would consequently impact the supply of
ships in the shipping market (Stopford 2009). In addition, the shipping cycle, which is depicted by relatively
short peaks and extended troughs, characterizes the vulnerability of liner shipping demand and supply,
especially during periods of economic uncertainty or random economic shocks. This can be illustrated by the
fact that freight rates for Asia — Europe routings plunged to zero and even negative freight for certain routings
when the global financial crisis struck in 2008, whereby global trade drastically slowed to a crawl. During this
period, the liner shipping firms participated in massive price wars and slashing of freight rates in a bid to
retain their market share, which unfortunately led to massive industry-wide financial losses and bankruptcies.
The liner shipping industry was thereafter plagued with a high level of overcapacity, which led to massive
vessel lay-ups and scrapping.

Nevertheless, the issue of overcapacity and financial woes of liner shipping firms appear to be perpetual
problems up till today. Most liner shipping firms are still deeply entrenched within a quagmire of hefty

99



financial losses, seemingly mindless pursuit for market share at the expense of bottom-lines, and the extensive
ordering of mega-size ships — more than 18,000 TEUs in capacity — in the relentless race to attain economies
of scale. The apparent mismanagement of capacity and unsustainable rate levels offered by liner shipping
firms indicates a blatant disconnect with the oversupply situation afflicting the industry. Hence, it is
undeniably critical and beneficial for liner shipping firms within alliance networks to share relevant market-
specific and firm-specific knowledge and/or information necessary to achieve a more balanced alignment of
collective capacity within an alliance with that industry demand levels. Appropriate knowledge and
information, when integrated and applied to the relevant strategic alliance would aid alliance partners in
making more sound decisions, on the strategic and pricing basis, both collectively as an alliance and
individually. This would also enable the strategic alliance to function operationally in a more nimble manner,
maintain its schedule integrity, adapt its service standards and capacity readily to changes in demand and
supply levels, as well as seize relevant business opportunities like breaking into new markets and service
routes when they arise. As proven empirically by Lee (2010) in a case study targeting Korean maritime firms,
knowledge, namely market-specific and firm-specific, is vital in mitigating environmental uncertainty and
aiding firms’ flexibility in adapting to environmental challenges. Therefore, as liner shipping firms within
alliance networks collectively engage in learning and knowledge-sharing, the individual firm performance, in
terms of capacity management, operational efficiency, service quality and overall profitability is expected to
improve.

With prolonged commitment and engagement in knowledge sharing amongst alliance partners, ‘social capital’
in the form of trust and reciprocity accumulates within the strategic alliance, which would further reinforce the
former relationship. In addition, based on findings reported in cluster literature as discussed previously, the
incidence of knowledge sharing is likely to increase and be facilitated by geographical proximity and social
ties when firms are co-located within an industrial cluster (Henry and Pinch, 2002). Hence, liner shipping
firms belonging to alliance networks embedded in industrial clusters are expected to share knowledge and
information more frequently and intensely, through the fostering of closer relationships and dynamic
interactions, with their spatially proximate partners. This increased knowledge sharing consequently leads to a
better understanding of and response to the market situation and operational environment, hence boosting firm
performance.

In general, there is a dearth of empirical literature on knowledge sharing within horizontal alliance networks
and its impact on firm performance especially in the context of liner shipping despite the increasing
prominence of the knowledge economy, as well as the pervasiveness of horizontal alliances in the industry.
Hence, in an attempt to fill above literature gap coupled with the preceding theoretical discussions, this
research paper seeks to answer the following research questions (RQs):

RQ1:  What are the mechanisms of knowledge sharing amongst liner shipping firms within an alliance
network?

RQ2:  What is the impact of knowledge-sharing within alliance networks on a liner shipping firm’s
performance?

RQ3:  Does the co-location of alliance partner firms within an industrial cluster moderate the
relationship between knowledge-sharing within alliance networks and a liner shipping firm’s
performance?

3. Methodology

3.1.  The Conceptual Framework

The conceptual framework of this research revolves mainly around three areas, namely 1) knowledge sharing
within liner shipping alliance networks, 2) the impact of knowledge sharing on firm performance, and 3)
cluster effects derived from alliance partners’ co-location within an industrial cluster. In order to develop this

framework, a broad review on literature was conducted to a) identify the categories and dimensions of
knowledge, the relevant knowledge sharing dynamics amongst strategic alliance partners, the relevant
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indicators of firm performance; b) determine the relationship between knowledge sharing and firm
performance, and c) the effects of co-location within an industrial cluster. Figure 2 provides an illustration of
abovementioned conceptual framework.

Figure 1: The Conceptual Framework

Knowledge — sharing Firm
within Alliance ] Performance
Networks

Cluster Effects

Source: The Authors

First and foremost, to operationalize the above conceptual framework for this study, the two-pronged
categorization of maritime logistics knowledge as specified by Lee (2010), namely i) market-specific
knowledge and ii) firm-specific knowledge, is utilized and adapted in the context of the liner shipping
industry. This is because Lee (2010) is one of the few maritime-related studies for which the knowledge-
related indicators are available and deemed suitable by the authors. Lee (2010) described market-specific
knowledge as valuable know-how and information of the maritime industry and market, and firm-specific
knowledge as operational and technological, which comprises of organizational capabilities as well as
employee experience and know-how. The details of these two knowledge categories are found in Table 1.
With the knowledge indicators clearly identified, the relevant knowledge sharing mechanisms can then be
empirically examined in line with the first research question.

Table 1: Categories of Knowledge for Liner Shipping

Market-specific knowledge Firm-specific knowledge

e General information about the liner shipping e Operational know-how and expertise, e.g.

industry, e.g. shipping trends, market knowledge of regulations of fuel type and

practice, governmental regulations, etc. engine failures, wvessel and schedule
management, etc.

e  Customer-related information. e Internal expertise to manage employees and
the organization.

o Competitors’ strategy and behaviour. o Internal firm management and IT systems,

e.g. data systems, stowage planning, etc.
Source: Adapted from Lee (2010)

After the knowledge sharing mechanisms are determined, the relationship between knowledge sharing and
firm performance would be explored. Pertaining to firm performance, it has been widely recognized by
scholars that the selection of firm performance measures is often complicated and subjective (Venkatraman
and Ramanujam, 1986), while strategic management scholars have conceptualized firm performance to
broadly encompass financial and operational (non-financial) performance measures. However, appropriate
financial data, which are confidential and sensitive, are often not accessible especially with privately-held
firms or are inevitably intertwined with corporation-wide data with business conglomerates. This has
consequently led scholars to utilize perceptual measures of firm performance, which are based on the
perceptions and opinions of participants, when objective financial data is absent (Dollinger and Golden, 1992;
Rhodes et al., 2008). Although perceptual measures may be criticized for possible bias and inaccuracy, there
is robust empirical evidence supporting and demonstrating that a strong correlation exists between perceptual
and objective performance measures at the firm level (Dess and Robinson, 1984; Venkatraman and
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Ramanujam, 1987). Furthermore, it is also held in literature that operational performance, which is deemed a
different construct from financial performance, mediates the relationship between organizational conduct and
financial performance (Venkatraman and Ramanujam, 1986; Combs et al., 2005; Molina-Azorin et al., 2009).
Hence, it can be deduced that operational performance indicators affect and plausibly improve financial
performance. Considering that liner shipping firms engaged in strategic alliances are generally large
conglomerates for which obtaining valid financial data is a difficult and complex process, this study thus
focuses on perceptual non-financial performance measures comprising of market and operational
performance. The relevant performance indicators obtained from reviewed literature are summarized in Table
2.

Table 2: Categories of Firm Performance Indicators

Firm Performance Performance Sources
Measures Indicators
Market performance Market share & growth | Venkatraman and Ramanujam (1986),

Sales volume & growth | Cleveland et al. (1989), Raju and Lonial
Market development (2001), Combs et al. (2005), Green at al.

Reputation & image (2008), Gonzalez-Benito (2010)
Customer satisfaction

Operational performance | Service quality Venkatraman and Ramanujam  (1986),
Responsiveness Cleveland et al. (1989), Brewer and Speh
Flexibility (2000), Raju and Lonial (2001), Combs et al.
Cost reduction (2005), Green et al. (2008)

Dependability
Technological efficiency
Source: The authors, adapted from various sources

Finally, with regard to cluster effects — the proposed moderator between knowledge sharing and firm
performance — the relevant indicators encompasses geographical proximity, trusting relationships, frequent
interactions, trust and reciprocity, as well as common values, identity, practices and cultures, and these have
been discussed in section 2.3 accordingly.

3.2. Method of Data Collection and Sampling

As this research is a preliminary exploratory study for a future research scheme of a larger scale, the authors
adopted face-to-face in-depth interviews as the primary method of data collection with the purpose of
acquiring in-depth and thorough insights of the research questions discussed. The sample of this study consists
of two senior executives and an ex-senior executive from prominent liner shipping firms, located in
Singapore, which are deeply entrenched in strategic alliances. The respective participants were shortlisted
based on their immense wealth of experience in the liner shipping industry and their active involvement in
liner shipping strategic alliances.

In preparation for abovementioned in-depth interviews, a questionnaire comprising of questions tailored to
answer the three research questions was designed for verbal administration to the relevant research
participants. The questionnaire was also fine-tuned successively at the discretion of the authors after each
interview to enhance the effectiveness and efficiency of the data collection process.

3.3.  Administration of Research Tools

The face-to-face interviews were arranged and conducted at the respective offices of participants by the
authors, during which, questions from the designed questionnaire were rigorously discussed. Audio recordings
of interviews conducted were also made with the approval of the participants. Upon the completion of the
interviews, the audio recordings were transcribed and reviewed by the authors for the extraction of relevant
and valid data.

4. Findings and Discussion
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4.1. Mechanisms of Knowledge Sharing

All interviewees were asked if knowledge or information sharing exists within the strategic alliances that their
respective companies were engaged in, and if so, to elaborate on the mechanisms through which the sharing
takes place. According to preliminary findings gathered through the interviews, the levels of interaction and
sharing varies with the types of alliances or consortia companies are engaged in, which range from contractual
slot-swops for which interaction is minimal to integrated alliances which requires closer cooperation and
coordination, and these arrangements differ in accordance to specific trades and loops. Thus, for the purpose
of this research, focus is placed on integrated strategic alliances in which interaction and knowledge sharing
are more evident and meaningful.

Based on research findings and concurring responses obtained from virtually all interviewees, it was
confirmed that market-specific knowledge and information, encompassing freight rates, customer-related
information and other commercial issues, are considered taboo in the liner shipping industry due to strict anti-
competition laws and regulations and can potentially lead to heavy penalties if discussed or exchanged. This
unique situation is blatantly depicted in below excerpt quoted by an interviewee as follows:

“You can’t share information amongst the lines, that’s taboo now. They can talk about
operational stuff, but when it comes to anything else on marketing information, even in terms of
talking about how many TEUs you (an individual shipping line) are carrying in this market, you
can’t share....You can’t talk about rates or customer-related information....You can’t even talk
over the phone or over coffee....The moment they re found discussing all these, there are hefty
fines....Lines are getting worried, they can’t talk about anything, and they’re worried that the
moment they talk, they might leak out something and be seen as sharing information.”

On the other hand, it was generally conceded by interviewees that knowledge and information sharing from an
operational perspective, which is in line with firm-specific knowledge indicators as shown in Table 1, is a
necessity to ensure smooth running of day-to-day operations. As ships assigned for specific loops are
generally operated by an individual firm but with space onboard shared by the entire strategic alliance, close
coordination and sharing of operational information and knowledge amongst alliance partners such as stowage
plans, vessel assignment and scheduling, as well as problem-solving expertise in events of engine failures are
vital to ensure operational safety and service integrity, as quoted by one of the interviewees as follows:

“When it comes to them (firms embedded in a specific strategic alliance) as a grouping versus
another alliance, of course they will want to share certain things in terms of port coverage,
loops, scheduling because they are all together. Their vessels are operating in loops and each
one contributes certain vessels. They want to try to maintain schedule integrity and vessel safety,
and do share information where they can ensure on-time vessel calling and port efficiency.”

Thus, there is generally close cooperation amongst operations personnel within strategic alliances, and
common issues such as regulations of fuel types, new building plans, environmental issues, operational
efficiencies and engine failures, consisting of a mix of both explicit and tacit knowledge (Michael Polanyi,
1967), are openly discussed.

Within integrated liner shipping strategic alliances or consortia, one of the main mechanisms through which
operational-based knowledge sharing occurs is through formal structural set-ups of committees of various
levels, such as principle committees, steering committees, regional operational committees and a series of
other support committees. The principle, steering and regional operational committees meet face-to-face via
official meetings that take place half yearly and/or quarterly, subject to operational requirements. The support
committees however, where necessary, interact on a daily basis via video conferences, electronic mails and
telephone calls. These committees effectively form the knowledge network within which operational
knowledge flows within the alliance network. In addition, joint operational centres or offices are also set up
for major alliances for which closer and more complex coordination is vital.

4.2. Impact of Knowledge Sharing on Firm Performance
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Following the revelations pertaining to the regulatory restrictions and mechanisms of knowledge sharing
within liner shipping strategic alliances, the benefits of operational knowledge sharing are hence apparent only
on the operational basis. Based on interview findings, the sharing of operational knowledge within strategic
alliances or consortia indeed improves a liner shipping firm’s operational performance, which includes
improved operational efficiency and innovation, as well as enhanced service quality (vessel and cargo safety)
and reliability (schedule integrity) for the alliance as a whole. This result reinforces the study by Grant and
Baden-Fuller (2004), which illustrates the advantage of alliances in enhancing efficiency in knowledge
utilization and integration of applicable knowledge into complex product and service offerings. Nonetheless,
apart from common benefits, private benefits (Khanna et al., 1998), which includes the fine-tuning of internal
systems, are inevitably conferred to liner shipping firms through learning and knowledge spillovers from
partner firms. This is supported by an example provided by one of the interviewees, whereby liner shipping
firms learn from partners and upgrade their internal IT systems from that which requires manual data inputs to
that of XML (extensive markup language) and EDI (electronic data interchange) formats, which in turn
improves internal firm efficiency. This supports the notion of inter-organizational learning through
collaboration, whereby monitoring and imitating of partners’ practices leads to firm competitiveness
(Levinson and Asahi, 1996; Powell et al., 1996).

In addition, when interviewees were asked if knowledge or information sharing would improve firm
performance, the responses gathered were generally positive and consensual. Moreover, apart from
confirming the relationship between the former constructs, one of the responses received strongly implied that
the prohibition of information sharing has dire consequences on firm performance and subsequently the entire
liner shipping market, as follows:

“Yes, it will impact the whole industry. That will be very helpful. If they can really share
information, they can improve their performance. Lines can then plan their capacities, better
moves in terms of inter-modalism and whatever....Things now are different from the early days of
the conferences when they were able to free discuss these things. Personally | felt that back then,
they were able to better plan by sharing information, like this is the total trade, this is the total
capacity, where are we in terms of disparity. Then can we now do something, like reduce supply
or bring up some rates or where we can reduce rates to get more market share? And that helped
to balance; it wasn’t as bad as what’s happening now. Now they’re in the dark, this guy does
something and doesn’t know what is happening at the other side. All are just bringing in capacity
and the whole market is just collapsing, I've never seen anything like this before...”

Although strict anti-competition laws presently restrict the sharing of market-related information or
knowledge, which nullifies any possible assessment of the impact of market-related knowledge sharing on
firm performance for this research, it was however evident in the days when liner conferences were legal that
there was generally greater stability and cooperation in terms of vessel capacity and freight rates as compared
to the volatility currently observed in the industry. This strongly implies that the market performance of a liner
shipping firm would in fact improve if market-related knowledge sharing is legally permitted.

4.3. Moderating Effects of Co-Location within a Cluster

Regarding the moderating effects of co-location of alliance firms within an industrial cluster, it was by and
large established through the interviews conducted that physical co-location of liner shipping alliance partners
is not a necessity. This can be attributed to the fact that the liner shipping industry is by-and-large global in
nature, with firms possessing vast international networks of branch offices or agencies which can plausibly be
utilized as conduits of knowledge sharing and operational implementation. Furthermore, with the proliferation
of technological advancement in electronic and virtual communications, interaction can take place via virtual
platforms with relevant information and knowledge codified and disseminated via the networks of branch
offices and agencies. Nonetheless, the interviewees did comment that co-location within a cluster, though not
imperative, does help in terms of reduced travelling time and distance when circumstances call for face-to-
face meetings where tacit information and knowledge is usually shared. Furthermore, the existence of
physically co-located joint operational centres for prominent consortia involved in dominant trades
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substantiates the benefits of the geographical proximity conferred by co-location within a cluster. These are
summarized in a quote made by an interviewee as follows:

“There is no necessity to actually be physically located next to each other. It probably helps if
there is some geographical clustering going on because it makes the travel easier...... I think the
need to cluster is not an essential ingredient, it is a helping ingredient but it’s not essential. But I
would say one point in the case of the most consortia-heavy type of alliance, they may in that
situation make a decision to have a joint operations centre.”

When alliance partners are physically co-located, knowledge sharing and interaction takes place at higher
frequency with reduced delays, which leads to more efficient and nimble decision-making and problem-
solving when the relevant need arises. Hence, it can be suggested that co-location within a cluster indeed
moderates the relationship between knowledge sharing and a firm’s operational performance but nevertheless
to a limited extent.

This is because there is a common consensus derived from the interviews conducted that there is an apparent
lack of common identity and culture, as well as limited common values within strategic alliances in the liner
shipping industry. According to one of the interviewees, consortia arrangements are deemed to be operational
and transactional partnerships of convenience, as opposed to concepts of untraded dependencies (Storper,
1995), communities of practices (Brown and Duguid, 2001) or epistemic communities (Wilson and Spoehr,
2010) found in cluster literature. Hence, it can be deduced that dynamic interactions, facilitated by
geographical co-location, amongst firms embedded in clusters (Henry and Pinch, 2002) is not applicable in the
context of strategic alliances in the liner shipping industry.

4.4, Discussion and Opportunities for Future Research

This research has revealed that knowledge sharing within strategic alliances within the liner shipping industry
revolves mainly only around firm-specific or operational knowledge or information. The exchange of market-
related knowledge or information is presently prohibited by anti-competition regulations, which imposes
extremely heavy penalties if breached, causing personnel in the liner shipping industry to be exceptionally
cautious and guarded to the extent of completely avoid even the remotest hint of market-related discussions.
Through the interviews conducted, it was discovered that the mechanisms of operational knowledge sharing
revolves primarily around the setting up of formal structured committees and/or joint operational centres
comprising of all relevant alliance members. Within these formal structures and arrangements, interactions
which facilitate knowledge sharing within the alliance networks takes place via face-to-face meetings and
virtual forms of communication. Nevertheless, through examining only the sharing of firm-specific or
operational knowledge, the results of this study suggest that a positive relationship indeed exists between
knowledge sharing within strategic alliances and firm performance. In the case of the liner shipping industry,
firms have reaped improved operational firm performance in terms of enhanced efficiency, innovation, service
quality and reliability. Pertaining to co-location within a cluster as a moderating effect between the former
relationship, it is found that physical co-location within a cluster brings about convenience but is nonetheless
not considered essential. This implies a positive moderating effect on the former relationship but albeit to a
limited extent, since there is an apparent dearth of dynamic interactions which are necessary conduits for
knowledge flows.

Consequently, the results of this study provide significant insights to senior executives of liner shipping firms
in their strategic decision-making process pertaining to the management of knowledge and relations within
‘co-petitive’ strategic alliances, as well as the consequent implications on firm performance. This paper also
contributes to the field of cooperative strategy and maritime research with regard to non-equity based alliances
governed by contracts and agreements from a knowledge-based perspective within the liner shipping industry.
Moreover, research on the maritime industry from strategic management and knowledge management
perspectives is limited, and this study contributes academically by illustrating how knowledge management
theory applies in the context of the maritime industry.

Nevertheless, the authors acknowledge that there are methodological limitations in this study involving the
sample size and data collection method. Considering that only three in-depth face-to-face interviews were
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conducted, the results of this study are insignificant with regard to generalizability and reliability. Hence,
future research should encompass a larger sample size and quantitative surveys to address generalizability and
reliability concerns. Furthermore, while this study explores the knowledge sharing mechanisms amongst liner
shipping alliance partners, it does not take into account the dilemmas and opportunism within the ‘co-petitive’
arrangement. It would hence be meaningful to examine the dynamics of competition and cooperation between
the alliance partners for future research, and explore the tensions which arise when the respective alliance
partners juggle between reaping private and common benefits (Khanna et al. 1998). In addition, while
strategic alliances in the liner shipping industry provide a good example of non-equity based alliances, there is
an issue on generalizability across other industries as the liner shipping strategic alliance phenomenon is
rather unique to this industry. Hence, future research could seek to explore the significance of knowledge
sharing on firm performance in non-equity strategic alliances in other non-shipping industries or other
shipping sectors, like shipping pools in bulk shipping industry.

5. Conclusion

In conclusion, this study establishes that knowledge sharing positively impacts firm performance, while co-
location within a cluster moderates the former relationship within the liner shipping industry, despite unique
industry-specific regulatory constraints. The results of this study provide significant practical insights to
senior executives of liner shipping firms in their strategic decision-making process pertaining to the
management of knowledge and relations within ‘co-petitive’ strategic alliances, as well as the consequent
implications on firm performance. In addition, this study also contributes academically by illustrating how
knowledge management theory applies in the context of the maritime industry.
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Appendix

<<Interview Questionnaire>>

Mechanisms of knowledge sharing:

1)

2)

3)
4)

5)

What are the means of communication between your firm and alliance partners?

(Email, phone calls, face-to-face meetings, conference calls?)

Could you please describe the nature of the relationship between your firm and that or alliance
partners? (Tie strength — weak or strong, Frequency of face-to-face communication, level of informal
communication, level of trust, spontaneity in knowledge sharing)

What kind of information/data/knowledge do your firm and alliance partners share with each other
(market-specific, firm-specific, explicit, tacit)? How are above shared and exchanged?

Is there any motivation to share knowledge/data/knowledge amongst alliance partners? If yes/no,
why?

Could you please advise what types of information/data/knowledge are deemed to be confidential and
what are for public sharing amongst partners?

Impact of knowledge-sharing on firm performance:

1)

2)

3)

4)

Do you think that the sharing of information/data/knowledge with alliance partners is beneficial for
your firm? Does it impact the performance of your firm? If yes/no, how and why? If yes, what types
of information/data/knowledge contribute more to benefit your firm and in what way?

Does the sharing of information/data/knowledge with alliance partners improve the ability of the firm
and alliance as a whole to adapt to the volatile environment? If yes, what types of
information/data/knowledge and how?

Does the sharing of information/data/knowledge with alliance partners improve your firm’s market
access and market share? If yes, what types of information/data/knowledge and how?

Does the sharing of information/data/knowledge with alliance partners bring about improvements in
your firm’s organizational procedures, routine, culture, environment apart from the alliance
arrangements? Are the knowledge gained internalized and assimilated into your firm? If yes, what
types of information/data/knowledge and how?

Moderating effects of co-location within industrial cluster:

1)
2)
3)
4)
5)

6)

In your opinion, is being closely located to your alliance partners beneficial for knowledge sharing
and does it facilitate communication? How?

Does being closely located with your alliance partners increase the frequency of face-to-face meetings
and the fostering of friendships beyond that of work?

Do frequent meetings and stronger ties bring about a greater level of trust?

Do the members of the strategic alliance to which you belong share a common
identity/camaraderie/culture? If yes, does it improve the quality of knowledge sharing? If yes, how?
Does the improved quality of knowledge sharing improve firm performance?

Beyond that of work, do employees from different firms within the alliance network spend time
networking with each other?

Does the management of your firm encourage employees to socialize with employees of alliance
partners? Why or why not?
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Abstract

Liner shipping companies (LSCs) have been coping with the demand for high quality and wider range of food
for seafarers over the last decade. Food is important for LSCs to attract seafarers, especially when the
industry is suffering from a global shortage of seafarers. The food supply chain starts from sourcing various
kinds of food from different suppliers to deliver the appropriate amount of food to seafarers on board. Food
issues are basically addressed by the ILO Food and Catering (Ships’ Crews) Convention 1946 (No. 68),
amended 2006. Failures of food supplies appear in LSCs because (1) the inventory level in ships is low due to
limited space for food storage on board; and (2) the turnaround time of ships in port is reduced but the voyage
time is increased due to low streaming. Food issues are accorded greater attention and the food supply chain
becomes a dynamic and difficult task.

In order to find out an optimal solution for the food supply for ships, this paper aims to illustrate how to
facilitate the food supply for ship lines and to further evaluate the associated supply chain. This paper presents
a case study on a LSC’s food supply chain, which is related to the proposed framework for performing
flexible but punctual, responsive but rapid food supply at the operational, tactical and strategic levels. The
measurement of the performance of the entire food supply chain is an important issue, and the choice of
appropriate performance indicators is rather complicated due to the nature of food supply. The paper will help
LSCs better enhance food provisions for seafarers.

Keywords: Food supply chain; Liner shipping; Supply chain performance indicators; ILO Convention

1. Introduction

Liner shipping companies (LSCs) have been coping with the demand for high quality and wider range of food
for seafarers over the last decade. Food is important for LSCs to attract seafarers, especially when the industry
is suffering from a global shortage of seafarers. Nevertheless, food is a basic necessity of human beings. It is
important for the food industry to provide harmless, fresh and nutritious food to support the daily life and
fulfil the demand for seafarers (McWilliams, 2008). Any toxic or problem substances that appear in food will
significantly influence the health of seafarers (Robert et al., 1998). Therefore, different food management is
proposed in order to maintain the food quality and safety (Andre and Hans, 2006; Jacques and Peter, 2007
Keiser et al., 2008).

Ocean-going seafarers live on board vessels within a confined environment for a long period of time.
Seafarers encounter various changes in the human body under such a special environment. Recent studies
have discussed different aspects of maritime health issues. Ocean voyages could influence the human immune
system and thus various illnesses arise (Protasov et al., 1996; Myznikov et al., 2000; Lu et al., 2010).
Abnormal electromagnetism radiation, great temperature changes and poor diet structure lead to the
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appearance of subtle changes in physiological and psychological functions of seafarers (Lu et al., 2010).
Indeed, diet and lack of physical exercise are regarded as the two significant factors leading to ischemic heart
disease (IHD).

In the maritime industry over the last decade attention has been paid to monitoring food and catering for
seafarers. The food issues are basically addressed by the ILO Food and Catering (Ships’ Crews) Convention
1946 (No. 68), amended 2006. It was convened in Seattle by the Governing Body of the International Labour
Office. The Convention replaces 68 existing international maritime labour instruments and is divided into two
parts - the mandatory provisions of Part A and Part B recommendations. The UK government has taken
account of Part B as part of the ratification process, but will not make its provisions compulsory under UK
law. The Maritime Labour Convention (MLC) will not come into force until it has been ratified by at least 30
countries, representing 33 per cent share of gross tonnage of ships. These include the terms of employment,
accommodation, food and healthcare protection.

MLC has decided upon the adoption of certain proposals with regard to protect 1.2 million seafarers across the
world by ensuring minimum and consistent living and working conditions (Milde, 2011). ILO (1999, page 4)
introduced a new enforcement mechanism that ensures that the seafarers’ living and working conditions meet
the ILO-requirements of “decent work (...) in condition of freedom, equity, security and human dignity”. 1LO
(1999) was applied to all ships ordinarily engaged in commercial operations. Seafarers at sea work in tough
environmental conditions which require a good amount of physical strength. The principle of ILO Food and
Catering (Ships’ Crews) Convention is to ensure seafarers have the best quality with all the necessary
ingredients required to support their healthy body and well-being. ILO has maintained laws or regulations to
monitor the practices of shipping companies. ILO adopted 21 Articles to implement different actions in the
key main areas:

e Deal with food quality, drinking water and catering standards, including the training requirements for
ships’ cooks;

e Ensure that ships adhere to these standards including equipment of catering department and training of
catering staff;

o Propose crew of less than 10, no need for qualified cook but person trained in food and personal hygiene
and handling and storage of food;

e Propose master to carry out inspections of food and drink and catering facilities;

e Promote a proper standard of food supply and catering service for the crews of its sea-going vessels,
whether publicly or privately owned;

o Cooperate between the competent authority and the organisations of ship-owners and seafarers on
guestions of food and health;

o Recruit a permanent staff of qualified persons, including inspectors and catering department;

Provide proper meals relative to the size of the crew and the duration and nature of the voyage in respect of
guantity, nutritional value, quality and variety;

o Provide a system of inspection by the competent authority of (a) supplies of food and water; (b) all spaces
and equipment used for the storage and handling of food and water; (c) galley and other equipment for the
preparation and service of meals;

¢ Organise training courses for employment in the catering department of sea-going ships so as to bring the
seafarers knowledge and skill up to date; and

o Collect up-to-date information on nutrition and methods of purchasing, storing, preserving, cooking and
serving food, with special reference to the requirements of catering on board ships.

In LSCs, the food supply chain refers to activities from sourcing various kinds of food from different suppliers
to deliver the appropriate amount of food to seafarers on board. Literature review on liner shipping indicates a
lack of discussion on the food supply chain to ships.

One of the major functions of the purchasing department of the LSCs is to procure food from all over the

world for fleet vessels so as to sustain the smooth operations on board. The food supply chain has become a
dynamic, extensive and ever-changing entity and attempting to cover such a broad subject is a difficult task.
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Failures of food supplies repeatedly appear in LSCs due to (1) the inventory level in ships is low because there
is limited space for food storage on board; and (2) the turnaround time of ships in port is reduced but the
voyage time is increased due to low streaming. In order to find out an optimal solution for the above problems,
the food supply to ships must be flexible but punctual, responsive but rapid to formulate and implement
different sourcing strategies.

The paper is divided into five sections. Section 1 is the introduction. Section 2 presents related literature
review on food supply chain to ships and uses of value chain in food supply chain. In Section 3 value chain
analysis about food supply chain to ships is explained, while in Section 4, a case study is conducted and
discussed so as to evaluate the food supply chain performance. A conclusion is drawn in Section 5.

2. Literature Review
2.1 Food Supply Chain

A supply chain contains all the parties involved, directly or indirectly, in coping with a customer request
(Chopra and Meindl, 2007). Christopher (1992, page 12) defined a supply chain as “a network of
organisations that are involved, through upstream and downstream linkages, in different processes and
activities that produce value in the form of products and services in the hands of ultimate customer”. In order
to maximise the overall value generated in the supply chain, recent literatures have stressed the need for
Supply Chain Management. Jones and Riley (1985) discussed that Supply Chain Management should
recognise end-customer service level requirements, identify where to position inventories along the supply
chain and how much to stock at each point, and it should develop appropriate policies and procedures for
managing a supply chain as a single entity. Cooper et al. (1997) stated that Supply Chain Management is the
integration of business processes from end-user through original suppliers so as to provide services, products
and information that added value to customers. Simchi-Levi et al. (2003, page 1) defined Supply Chain
Management as “a set of approaches utilised to efficiently integrate suppliers, manufacturers, warehouses,
and stores, so that merchandise is produced and distributed in the right quantities, to the right locations, and
at the right time, in order to minimise system wide costs while satisfying service level requirements”.

Food chain refers to the total supply process from agricultural production, harvest or slaughter, through
primary production and/or manufacturing, to storage and distribution, to retail sale or use in catering and by
consumers (Stringer et al., 2007). Food supply chain is a process of planning, implementing and controlling
efficient and effective flow and storage of perishable goods, related services and information from one or
more points of origin to the points of production, distribution and consumption in order to meet customers’
requirements on a worldwide scale (Bogataj et al., 2005). The food supply chain processes impose several
characteristics including shelf life constraints for raw materials and perishability of products, long production
throughput time, seasonality in production, necessity of conditioned transportation and storage, safety
concerns (Kuo and Chen, 2010). From the perspective of the food industry, the generic overview of food
supply chains are fragile due to the geographic, socioeconomic and legislative spread of participating entities
and any materialisation of risk quickly permeates across its different entities (lijima et al., 1996; van der Vorst
and Beulens, 1999; Dani and Deep, 2010; Kuo and Chen, 2010). The food supply chains are constantly
changing due to the dynamic business environment. Any changes in distance, time or temperature in the chain
could significantly increase the costs or create the net present value of the activities and their added value in
the supply chain to be perturbed (Verbic, 2006). Roth et al. (2008) discussed three main trends affecting food
supply chains in contemporary business environments, pertaining to commoditisation, consolidation and
globalisation. Commaoditisation defines the distinction between foods products as either commaodities or value
added. Consolidation refers to food supply chain members combine as many food categories as well as levels
of the supply chain in pursuit of higher margins. Globalisation leads to not only global sourcing of raw
materials, but also all the post-production activities such as storage, transport, distribution and retail of final
food products, their export and import (Kuo and Chen, 2010). The global nature of the food supply chains are
vividly depicted as the ingredients are sourced from different countries.

Based on the WHO website (http://www.who.int/food-safety/en/), food and waterborne diarrhoeal diseases
has killed around 1.8 million people per year. Thus, the food supply chains aim to distributing nutritious, fresh
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and harmless food to satisfy the end-consumers (Jacques et al., 2007; Eylen et al., 2008). Indeed, the food life
cycle is short as well as the rate of degradation of food is easily affected by biological factors and
environmental conditions (Poon et al., 2012). In order to protect the integrity of food and reduce the growth
rate of spoilage microorganisms, it is important to design flexible but punctual, responsive but rapid food
supply chains by removing unnecessary activities, creating information transparency in the supply chain and
increasing coordination of existing operations (Kurt Salmon Associates, 1993; Rodrigue and Craig, 2009; Kuo
and Chen, 2010).

2.2 Value Chain in Food Supply Chain

Broadly speaking, intrinsic and extrinsic factors determine the food degradation rate (Robert et al., 1998).
Intrinsic factors are defined as the properties and product nature of food pertaining to sugar content, salt
content and pH, along with extrinsic factors related to environmental factors such as humidity, presence of
gases and temperature (Robert et al., 1998; Bryan and Brian, 1999; Mohsen, 2005). It is essential to handle the
above two factors efficiently and effectively in order to slow down the degradation rate. In order to lengthen
the shelf life of food, pickling and salting of food are the common approaches to control the intrinsic factors
(Robert et al., 1998). However, those methods are not the optimal solutions to tackle the problem of food
degradation and short shelf life due to permanent change of the structure or the taste of food. Thus, this
research paper pays attention to managing the extrinsic factors so as to control the quality of food while
keeping the structure and taste of the food. Indeed, the value chain is adopted in food supply chain.

The concept of value chain arising from business management was first developed by Michael Porter in his
book “Competitive Advantage: Creating and Sustaining Superior Performance” (Porter, 1985). It has been
widely adopted by research articles over the last two decades. The activities of the firms can be broken down
into a sequence of activities called the value chain (Campbell et al., 2002). The value chain framework of
Porter (1990, page 41) is “an interdependent system or network of activities, connected by linkages”. When
the system is managed carefully, the linkage can be a vital source of competitive advantage (Pathania-Jian,
2001). According to Lynch (2003), the value chain analysis is divided into the linkage of two areas. The first
part discusses the value chain that links the value of the organisations’ activities within key functional parts.
The second part assesses the contribution of each part in the overall added value of the business. In value
chain analysis, the firm is mainly divided into primary and support activities. On one hand, primary activities
are related to the production. On the other hand, support activities are concerned with the background
necessary for the efficiency and effectiveness of the firm.

3. Value Chain Analysis of Food Supply Chain to Ships

In this paper, we illustrate the value chain in our food supply chains (Table 1). We conduct value chain
analysis as a fundamental theoretical framework to evaluate the importance of the food supply chain to ships.
Value chain analysis is a powerful analysis tool for managers to identify the key activities and design the
strategic planning within the firm. We discuss in detail the use of value chain analysis in our food supply
chains with respect to competitive strategies and value to the customer. The competitive strategies of firms
demonstrate the ability to perform crucial activities along the food supply chains better than its competitors.
The food supply chains emphasise maximising value creation while minimising costs (Porter, 1985).

After review of primary activities and support activities in the value chain, we find that most of the elements
determine the performance of food supply chains. In primary activities, inbound logistics, operations and
outbound logistics enhance food supply chain operations. In inbound logistics, the activities are concerned
with receiving the food or materials from suppliers, storing these externally sourced food or materials, and
handling them within the firms. In operations, the food supply chain can be split into more departments within
the firms such as the activities related to the production or value added products and services. In outbound
logistics, the activities concerned with distributing the food to the final customer. In service, the firms
regularly monitor the conformance of food supply chain operations and remedial action is taken in the event
of non-conformance. In marketing and sales, the activities preserve the required quantity and quality of the
food in the available market so as to maintain the stability in cold chains (Verbic, 2006)
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In support activities, procurement, technology development and firm infrastructure facilitate the operations of
food supply chains. In procurement, this function is related to the purchase of food or materials necessary for
the food supply chains’ operations. An efficient procurement department is capable of obtaining the highest
quality food or materials at the lowest prices. In technology development, this area is concerned with the
technological innovation, training and knowledge that is crucial for food supply chains to upgrade their
capacities. In firm infrastructure, the firms implement corporate strategy to support the entire food supply
chain operations. Human resource management concerns with recruiting qualified person to manage the cool
chain process. The food can be produced, stored and distributed under the most hygienic and controlled
conditions possible. The ultimate objectives are to provide customer assurance and confidence.

Table 1: Value Chain Analysis of Cool Chain Logistics

Cool Chain Logistics
Support activities
Firm infrastructure | The  Board  Executive = Committee | Planning, finance, information systems
implements strategic planning, adopts | and management. Strategic planning and
information  systems and  provides | management provides guidance
guidance throughout food supply chain | throughout the logistics operations.
operations Information systems support logistics

operations. Finance provides budgets and
capital expenditure for the forecast
logistics activity.

Human resources

Recruit qualified person to manage the
cool chain process. The food can be
produced, stored and distributed under the
most hygienic and controlled conditions
possible.

Recruitment, selection, training, reward
and motivation of staff. The right people
manage the flow of logistics so as to
ensure the products and/ or service is
delivered in efficient and effective.

Technology
development

Development of technology enhances cool
chain systems. The operational processes
meet and exceed safe and hygienic
benchmarks of an international standard.

Technology maintains the product quality,
controls the logistics process and upgrades
the resource deployment.

Procurement

Streamlined and efficient procurement
procedures ensure that cool chain obtains
the best quality raw materials and other
production requirements in the timeliest
manner.

Purchasing of resources. This is related to
the upstream of supply chain management.

Primary activities

Inbound logistics

Keep bacterial contamination to minimum
levels and maintain appropriate
temperature of food. For instance, hot food
(above 60 °C constantly), fresh food (18
°C constantly), cold food (0°C to + 7°C),
chilled food (-2°C to + 2 °C), frozen food
(below -18 °C) and deeply frozen food
(below -30 °C) (Giulia and Francesco,
2010; Kuo and Chen, 2010).

Receipt and storage of input materials.
Stock control and distribution of inputs.

Operations

Convert the available supply of raw food
into the products required by the customer
on a daily basis. All final products are
subjected to physico-chemical and
microbiological examinations, in addition
to monitoring of aseptic points and
temperature. Products records are created
and maintained throughout the whole
process, enabling total traceability on all

Transformation of into final

products.

inputs
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products manufactured.

Outbound logistics

Improvement in transportation efficiency
to distribute the food products freshly and
safely, and on time to the final customer
(Kuo and Chen, 2010). Delivering final
food products to meet food safety
regulations such as, tracking of air and

product temperature in refrigerated
vehicles, production  workcells and
loading-reloading points, and verified

standardised equipment (Bogataj et al.,
2005).

Storage and distribution of finished goods.
This is related to the downstream of
supply chain management.

Marketing and | Visibility is required so as to maintain the | Ensuring products are delivered at the
sales guantity and quality of the food at the end | right time in the available market.

of cool chain (Verbic, 2006).
Service The firms regularly monitor that retailers | Provide after sales support. Firms should

conform to the requirements of the cool
chain by checking and inspecting the
temperatures of the cold storage and
remedial actions is taken in the event of
non-conformance.

establish the capabilities of reverse
logistics to take remedial action in the
event of non-conformance.

Figure 1: Category of Issues of Food Supply Chain to Ships

Ll

Food Issues

_______________

_________________

Seafarer health

______________________

Seafarer satisfaction

v

In Figure 1, food issues and supply chain issues are the two main categories of issues of food supply chain to
ships. On one hand, food quality, food types and beverage quality are the key elements of food issues. On the
other hand, reliability, responsiveness and assurance are the main evaluation items of supply chain issues. The
issues are discussed as follows:

(1) Food quality: intrinsic food quality such as menu, taste and freshness; extrinsic forms of food pertaining
to sanitation, presentation and temperature (An and Noh, 2009). The totality of features and
characteristics of a product or service that bear on its ability to satisfy stated or implied needs (ISO 8402).

(2) Food types: certain kinds of food that a shipping line entertains to seafarers. In general, the food can be
divided into bond and provision. On the one hand, the bond includes cigarette, alcohol, chocolate and
snack. On the other hand, provisions such as biscuit, rice and flour.
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(3) Beverage quality: the degree to which seafarers become satisfied with beverages provided on board such
as alcohol, water, tea and juice.

(4) Reliability: ability to conduct promised food accurately and credibly.

(5) Responsiveness: intention to provide food promptly to seafarers.

(6) Assurance: temperament or quality of employees to inspire reliability, belief, courtesy and knowledge (An
and Noh, 2009).

The conditions of health are mainly determined by food issues and supply chain issues. Seafarer health
imposes direct impact to seafarer productivity. Accordingly, an excellent quality of seafarer meal and a
capable agri-food supply chain should be maintained so as to provide better health of ocean going seamen.

Seafarer satisfaction is based on seafarers’ perception about the food quality and performance, which is an
emotional response. Seafarer loyalty means the desire to provide the service of a shipping line, which includes
the willingness to work and to recommend the shipping line to others. Thus, meal service should be planned
carefully to satisfy the seafarer’s expectations from the selection of menu to efficient and reliable service.

In this paper, we would like to conduct an analysis of interactions of value chains between food suppliers and
LSCs (see Figure 2), developed from synthesises with previous work on value chains (Porter, 1985). We have
conducted value chain analysis as a fundamental theoretical framework to offer the possibility of linkages
between food suppliers and LSCs. The framework has strong theoretical underpinnings and has shown food
suppliers and LSCs are closely interrelated.

Figure 2 presents the different elements in which value creation takes place in the food suppliers and LSCs.
The performance of their value chain operations is influenced by a range of primary activities (i.e. Inbound
Logistics, Operations, Outbound Logistics, Marketing & Sales, Service) and support activities (i.e. Firm
Infrastructure, Human Resource Management, Technology, Procurement). In food suppliers, primary
activities and support activities have a direct impact on the performance of the LSCs value chain operations.
In LSCs, primary activities have imposed influence on the performance of food suppliers’ value chain
operations. The ultimate objectives are to maximise value creation while minimising costs in their food supply
chains.

From food suppliers to liner shipping companies (dotted lines):
1. Outbound logistics is critical to the operations (i.e. ship schedule). Development of technology

enhances food chain systems. The operational processes meet and exceed safe and hygienic
benchmarks of an international standard. Food suppliers needs to distribute the food products not only
freshly and safely, but also be on time to meet liner shipping companies’ schedule or the turnaround
time of ships in port. Otherwise, the whole voyage time will be delayed and the customer service level
of liner shipping companies will be significantly affected.

2. Streamlined and efficient procurement procedures ensure that the food chain obtains the best quality
raw materials and other production requirements in a timely manner. Good service of food suppliers is
critical to the satisfaction of seafarers, which is a critical issue of human resource management.
Human resource department recruits the qualified personnel to operate the food supply chain. At the
same time, human resource personnel designs and delivers comprehensive training courses to staff in
order to increase their knowledge on food quality and safety. The food quality and performance can
maintain conformance level. Seafarers’ satisfaction level can be increased.

From liner shipping companies to food suppliers (solid lines):

The operations (i.e. ship schedule) post constraints on food suppliers’ operations. The inventory level in ships
is low because there is limited space for food storage on board; and the turnaround time of ships in port is
reduced but the voyage time is increased due to low streaming. As a result, food suppliers repeatedly fail to
catch up with ship schedule and request.
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Figure 2: Interactions of Value Chains
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4. Case Study

In practice, LSCs source the variety of food from different suppliers. It is difficult for LSCs to manage the
procurement operations and build up the relations with suppliers. Indeed, external environmental factors
pertaining to port of calls, nature of commodities and climate affects the quality and reliability of food
supplies. Based on that, we design our food supply chains to ships in Figure 3. Food suppliers have multiple
suppliers based on the nature of commaodities. However, LSCs usually appoint only one single supplier to
provide food to seafarers. This single supplier consolidates different food and then distributes it to different
ships. Lau and Yip (2010) stated the key advantages of single sourcing.

e Develop a long-term relationship between LSCs and supplier;

o Allow both parties to work together more closely;

e Have stronger commitment of the supplier pertaining to invest in the facilities or information technology
and share the real-time information;

e Get suppliers involved early in the product development stage and thus control the upstream supply chain
as soon as possible;

e Enhance resource allocation in the core business;
Acquire a lower purchase cost resulted from a much higher volume from one single supplier; and

o Easier vendor management.

From LSCs perspective, there are three major categories according to the temperature control and monitoring
of the food supply chain in LSCs. They include room temperature food, cold food, and frozen food. Each type
of food has different requirements in the food supply chain. Room temperature food includes water, biscuit,
rice and flour; the temperature must be maintained at 18 °C constantly, which may include a slow response to
temperature changes. Cold food includes vegetable and fruit; the temperature must be maintained at 0 °C to +
7 °C, which may encompass items highly responsive to temperature changes. Frozen food includes meat and
fish; the temperature must be maintained at —18 °C, which may include a slow response to temperature
changes. In the transportation of frozen food, the fresh air ventilators must always be closed and the humidity
indicator should be in the OFF position. Temperatures can be regarded as an important parameter in food
safety and quality (Montanari, 2008; Ovca and Jevsnik, 2009). During logistics process, any change in time-
distance or temperature creates even spoilage or loss of flavour. Thus, temperature needs to be continuously
and carefully controlled and monitored in each stage of the food supply chain with adequate control systems,
correct placement of temperature sensors and efficient insulation. All perishable products are required to be
delivered via a refrigerated loading dock so as to minimise the rise of product temperature during loading and
unloading and to avoid the entrance of moist, warm and ambient air.

Within the food supplier (Figure 2), (1) cold technologies are critical to the cool chain operations; and (2)
procurement of cold facilities is critical to the service to liner shipping companies. Currently, food suppliers
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incorporate multi-temperature measuring devices (e.g. melting point, thermal expansion, emissivity, diffusion,
solidification temperature), and viscoelastic properties or chemical reactions (e.g. electrochemical corrosion,
enzymatic reactions, and polymerisation), as well as mobile technology to ensure food quality and safety in
the cold chain. The emergence of radio frequency identification (RFID) is a common type of mobile
technology. RFID can be used for tracking, identification and recall in the food supply chain. RFID includes
various functions including real-time information, real-time tracing, order tracing, temperature monitoring and
so on (Kuo and Chen, 2010). It can ensure that all kinds of perishable products with different temperature
requirements can be kept in the best quality condition, from the point of supply to the point of consumption,
throughout the processes of storage and distribution along the food supply chains (Kuo and Chen, 2010).
Seafarers ensure that the products they order can be received freshly, safely and on time.

Figure 3: Food Supply Chains to Ships

Room Liner Shipping Co.
Temperature e,
Food Suppliers | Ship 1
ColdFood |  ~ 7 0
Suppliers Food » | Ship 2

Suppliers \ S — |
Frozen Food
Suppliers Ship 3

Broadly speaking, seafarers send their requisition or order to LSCs so as to obtain the required amount of food.
The Purchase Manager and the Assistant Purchase Manager usually search advertisements and websites
(ShipNet or ShipLink) for possible supplies. When vessels arrive at the port, suppliers need to arrange the
food on board within 12 hours between Estimated Time of Arrival (ETA) and Estimated Time of Departure
(ETD). Vessels report regularly to the Purchase Department about the quality and quantity of supplies.
Vessels further feedback the performance and quality of products they received. Such information goes into
the Supplier Performance Record. The above procedures are a critical process which covers the entire food
supply to seafarers.

Figure 4: Flow Chart of Food Supply to Ships
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5. Conclusion

Our study has two-fold implications. From a theoretical perspective, this study presents the proposed
framework for performing flexible but punctual, responsive but rapid food supply at the operational, tactical
and strategic levels. This study aims to illustrate how to facilitate the food supply for LSCs and to further
evaluate the associated supply chain. We conduct value chain analysis as a fundamental theoretical framework
to evaluate the importance of the food supply chain to ships. From a managerial perspective, this study
explores the current food supplies situation of the liner shipping industry. This provides a useful reference for
the LSCs to evaluate their food supply chains so as to help LSCs improve food provisions for seafarers.

This study is one of the few studies to discuss the food supply chain of LSCs. However, we should take
account of some limitations and pitfalls in this study. This research is a descriptive paper and there is a lack of
data to support our proposed framework. In future research, we shall conduct a questionnaire to assess the data
in order to verify our findings. A detailed study should focus more on the LSCs formulate strategies on the
food supply chains.
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Abstract

The first well known liner shipping conference was created for the UK/Calcutta trade in 1875. In 1986,
European Union (EU) Council Regulation 4056/86 allowed liner shipping operators to have an exemption
from EU competition rules to organize themselves into conferences with the aim of fixing prices and
coordination capacity for the transport of containerized cargo. In September 2006, the council of EU decided
to abolish that exemption from EU competition rules, with effect from 18 October 2008. This paper
investigates the reasons why the EU to repeal the block exemption for liner conference after its operation
more than 130 years. The major issues studied are as the following: (1) the development and influence of the
liner conference and strategic alliance on the shipping industry; (2) the important regulations governing the
operation of liner conference promulgated by EU and Taiwan government; (3) responses of carriers to the EU
action to nullify the shipping conference; (4) what action the stakeholders may take in response to the
annihilation of shipping conference from the EU-related trades.

Keywords: European Union (EU), Liner Shipping Conference, Block Exemption

1. Introduction

Coalition operation strategies have been common in liner shipping industry. Many types of mechanism have
been employed by ocean transport industry to do business cooperatively or to limit competition. The
traditional organization is liner conference. The others are consortium which encompasses many different
arrangements and stabilization agreement (Chiu, 1996). Sturmey (1962) defined conference as “an association
of competing liner owners engaged in a particular trade who have agreed to limit the competition existing
among themselves. As a minimum, they will have agreed to charge freight rates or passenger fares for each
class of traffic according to an agreed schedule of charges and to show no discrimination between shippers.
To the agreement foreswearing all forms of price competition may be, and usually is, added an agreement to
regulate sailings according to a predetermined pattern and to recognise the berth rights of other members. A
further step may be to add a full pooling agreement under which profits and losses on the trade covered by the
conference are shared between the member lines.” It is well known that the first successful shipping
conference was the “Calcutta Conference” which was created for the U.K./Calcutta trade in 1875 (Blanco,
2007). Consortia can be defined as “specialized joint ventures encompassing many different arrangements”.
The organizational structures and the commercial scope of consortia are many and varied. As shown in Table
1, consortia agreements range from joint scheduling to equity joint venture. The consortium originated from
the United Kingdom in the mid-1960s and only conference members joined its operation. Latterly, consortia
operation took place in both conference and independent camps in the 1990s. At the end of 1980s, a kind of
new-cooperative mechanism in liner shipping, stabilization (or discussion) agreement, was born and
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mushroomed subsequently.

Table 1: Types of Consortia Agreement

Types of Agreements Main Characteristics
Joint scheduling Minimal cooperation
Deck chartering Container/bulk combination
Slot chartering Piggy-backing
Vessel sharing Space sharing
Equipment-/Chassis-sharing Equipment sharing
Cost pooling Cost equalization
Joint venture Single marketing

Source: Chiu (1996)

The reason for creating liner conferences was to restore profitability and control predatory and cut-throat
competition in liner shipping. In the latter half of the 1800s, the widespread introduction of steam propulsion
greatly increased the effective supply of shipping services; then, fierce competition took place out of excess
capacity. Many factors jointly determine how a conference operates, such as: the amount of tonnage on the
route and the relative strength of each company, the quantity and type of cargo on the route, the variety of
nationalities involved, the length of the route, and government’s intervention (Herman, 1983). A consortium is
a means to help carriers to raise capital and to operate on a larger scale than before. In other words, through
consortia arrangements individual carrier may enjoy increasing service frequency and extending port coverage,
while requiring no more investment on ships. Besides, consortia measures can help maximize asset utilization
and help spread the risks of having to add/reduce capacity in line with changing market conditions. Regarding
stabilization agreements, most of them positioned themselves as a bridge for both conference and non-
conference carriers to discuss common issues of liner business environment, and then try to reach some kind
of agreement in view of overcoming liner services operation difficulties.

The existence of shipping conferences has always been a controversial issue. However, there has been no
consensus in theory and practice despite a pile of literature discussing on this topic. Table 2 presents those
opinions which are for and against the conference system.

Table 2: The Pros and Cons for Liner Conferences

Pros Cons

1. It provides a stable, regular and coordinated services; 1. It artificially raise freight rates by
2. It controls capacity efficiently and thus minimize costs; restricting competition and overriding
3. It covers the whole trade, including uneconomic cargoes market forces;

and locations; 2. It induces commercial inertia by
4. It maximises trade potential by cross-subsidization of cargo; protecting the most inefficient members;
5. It offers stable freight rates which permit shippers to make 3. It is bureaucratic, costly and

forward sales with confidence; unresponsive to change.
6. It offers security to carriers for capital investment.

Source: Drewry Shipping Consultants (1991), pp. 17-18

Due to the European Union (EU) officially repealed the block exemption for liner shipping conference on 18
October 2008, this study intends to investigate what the responses are from the industries. The organization of
this paper is as follows. First, a brief review of the shipping conferences is introduccd. Then, the shipping
conference under EU antitrust law is discussed. Third, we investigate the responses from the industries
including those opinions from shippers and carriers. Finally, a conclusion is presented.

2. Shipping Conferences under EU Antitrust Law
Under normal circumstances, liner conference which is a kind of business cartel and should be regulated by

anti-trust laws (in the United States) or competition rules (in the European Union). However, liner conferences
have been enjoyed the so-called block exemption from competition regulation in considering the special
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characteristics of liner shipping services mentioned previously. The block exemption rulings were supported
by some large-scale investigations in North America and Europe, respectively. The most often quoted official
enquiries are: the 1906 Royal Commission on Shipping Rings of the U.K., the 1912 Alexander Committee of
the U.S.A., and the 1967 Committee of Inquiry into Shipping (which is often called “the Rochdale
Committee™) of the U.K.

2.1 EU competition rulings for Liner Conferences

Articles 81 and 82 (previous 85 and 86) of the EC Treaty laid down the EU competition rules for all business
sectors; Article 81 details the prohibition of agreements to restrict competition and Article 82 is about
prohibition of abuse of a dominant position. According to Blanco (2007), maritime policy of European
Community started to develop in 1974 and was shaped by three main objectives: (1) the promotion of safety at
sea, (2) the protection of Community fleets against unfair practices by shipowners of third countries, and (3)
acceptance of the system of shipping conferences in liner trades as a way of organizing the market. As regards
Regulation 4056/86, the greatest impetus for reaching an agreement which permitted the application of
competition rules to maritime transport came from outside the European Community. The most important
event for the adoption of provisions implementing ex Articles 85 and 86 of the EC Treaty in maritime
transport was the approval in Geneva, on 6 April 1974, of the United Nations Convention on a Code of
Conduct for Liner Conferences (Liner Code). Considering not to infringe upon Member States’ right to ratify
Liner Code, EU passed the Council Regulation 4056/86.

Council Regulation (EEC) No 4056/86 (the so-called “Regulation 4056/86”) of 22 December 1986 laid down
detailed rules for the application of Articles 85 and 86 (now 81 and 82) of the EEC Treaty to maritime
transport. The Regulation 4056/86 provides, under certain conditions and obligations, for a so-called “block
exemption” for agreements, decisions and concerted practices of all or part of the members of one or more
liner conferences, as defined in Article 1(3)(b) of Regulation 4056/86, that have as their objective the fixing of
rates and conditions of carriage, and that, in addition, cover one or more of the following forms of cooperation:
(1) the co-ordination of shipping timetables, sailing dates or dates of calls; (2) the determination of the
frequency of sailings or calls; (3) the co-ordination or allocation of sailings or calls among members of the
conference; (4) the regulation of the carrying capacity offered by each member; and (5) the allocation of cargo
or revenue among members (Commission of the EC, 2004).

2.2 EU Decision to Repeal the Block Exemption for Liner Shipping Conferences

The EC competition rules are modelled on the presumption that competition provides the best services to the
consumer at the most affordable prices. The block exemptions for liner conferences from EU competition
rules had been attacked seriously, especially from the shippers’ group (the European Shippers’ Council) (van
der Jagt, 2010). Another decisive factor in the renewed impetus of transport competition policy was the
creation in 1987 of the Transport Division of the Directive General for Commission (DG 1V) of the European
Commission (Blanco, 2007). In consideration of the liner shipping market has changed since the adoption of
Regulation 4056/86 for 18 years, the European Commission started review process in March 2003 on whether
“block exemption” for price fixing and capacity regulation by liner conferences was still justified under
Avrticle 81 of the EC Treaty. After many years’ consultations and discussions with stakeholders and coupled
with many studies done by academics and experts, the EU made decision to pass Regulation 1419/2006.

Regulation (EC) No 1419/2006 repealed Council Regulation (EEC) No 4056/86 of 22 December 1986 on the
application of Articles 81 and 82 of the Treaty to maritime transport containing the liner conference block
exemption which allowed shipping lines meeting in liner conferences to fix rates and other conditions of
carriage, as the conference system no longer fulfils the criteria of Article 81(3) of the Treaty. The repeal of the
block exemption takes effect as of 18 October 2008. Thereafter, liner carriers operating services to and/or
from one or more ports in the European Union must cease all liner conference activity contrary to Article 81
of the Treaty. This is the case regardless of whether other jurisdictions allow, explicitly or tacitly, rate fixing
by liner conferences or discussion agreements. Moreover, conference members should ensure that any
agreement taken under the conference system complies with Article 81 as of 18 October 2008 (Commission of
the EC, 2008).
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3. Responses from the Industries
3.1 Shippers’ Opinions

The shippers’ responses to the abolition of shipping conference’s operation by the EU were quoted from the
partial results of shippers’ survey conducted by Containerisation International (Cl) in 2008 and 2009
respectively.

3.1.1  Before Liner Conference is Abolished

On November 2008, CI published its annual shippers’ survey results, where some questions discussing about
how shippers’ responses to the shipping conferences to be banned by the EU. The first question handles about
what things the substitute association of liner shipping conferences will be allowed to do. Facing the EU
action to abolish the liner conference, European Liner Affairs Association (ELAA) was set up in 2003 to
discuss with the EU's Directorate General for Competition (DG Comp) the replacement of the Liner
Conference regime in the EU. ELAA was closed since 1 July 2010 and transferred its responsibilities to the
World Shipping Council (WSC). As shown in Table 3, the majority of shippers agreed that shipping trade
association can be allowed to: (a) consolidate each members’ cargo liftings, (b) consolidate and publish details
of each members’ historic vessel capacity adjustment in each tradelane, and (c) consolidate members’ actual
freight rates achieved between the major port pairs and then publish freight indices. Nevertheless, nearly half
of shippers (48.5%) still cast some doubts on the publication of freight index by carriers’ association.
Regarding the operation of carriers’ trade association, shippers concerned about the following points: (1) there
is no problem to consolidate carriers’ operational data such as liftings, vessel capacity, or freight index;
however, carriers will not allow to conduct group discussion on these information; (2) carriers’ trade
association should not be permitted anything in addition to what is possible within a free market environment;
and (3) the collected industrial data should be available to both carriers and shippers. If possible, the data are
better be compiled by independent bodies, such as UNCTAD (United Nations Conference on Trade and
Development) or customs, etc.

The issue of whether or not ocean carrier conferences should be banned elsewhere? The answer is positively
confirmed. Over two thirds of bigger shippers agreed that liner conferences should be banned in the rest of the
world (Table 4). The small shippers are not so sure about to abolish all liner conferences outside the EU area.
Shippers do not like carriers to dominate the market through liner conference system. However, they hope
carriers to provide abundant slot for carrying imports/exports. Table 5 presents that over 86.3 % of shippers
concurred with EU to allow the improving operation of shipping consortia after conferences were banned on
17 October 2008. Worried about the shipping consortia to strongly control the market, more than half of
shippers (52.1%) were against the maximum trade share for consortia in each tradelane to increase from 35%
to 50%.

Table 3: Shippers’ Opinion on What Things the Carrier’s Association can do after Conferences are
Banned in the EU on 17 October 2008

Question 1:
Ocean carrier conferences are due to be banned in the EU on October 17, 2008. Afterwards, do you believe
that their trade association should be allowed to:

Yes No
a) consolidate each members’ cargo liftings so that more accurate cargo flow 69.7 % 30.3%
forecasts can be established?
b) consolidate and then publish details of all members’ historic vessel capacity 62.7 % 38.6 %

adjustments in each tradelane, eabling them to know how full their vessels
are likely to be after tacking into account public cargo flow forecasts?
c) consolidate members’ actual freight rates achieved between the major port 51.5% 48.5 %
pairs and then publish indices to show overall port-to-port pricing trends?
Source: Beddow (2008)
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Table 4. Shippers’ Opinion on the Carrier Conferences should be Banned in the Rest of the World

Question 2:

Do you think that ocean carrier conferences should be banned in the rest of the world?

Size of shipper (categorized by import/export per year) Yes No
0-500 TEU 54.5 % 45.5 %
501-1000 TEU 42.9 % 57.1%
1001-5000 TEU 76.9 % 23.1%
5001-10000 TEU 75.0% 25.0%
Over 10000 TEU 88.9 % 11.1%
Total 74.3 % 25.7 %

Source: Beddow (2008)

Table 5: Shippers’ Opinion on can the EU allow the Improving Operation of Shipping Consortia after
Conferences are Banned on 17 October 2008, and should the Maximum Trade Share for Consortia in
each Tradelane be Increased from 35% to 50%.

Question 3:
Once conferences are banned in the EU, ocean carriers want the way that they are allowed to cooperate
together in consortia to be improved. Should they be allowed to exchange slots with other consortia in
the same tradelane, in order to provide you with a better market coverage?
Yes No
86.3 % 13.7 %

Question 4:
Should the maximum trade share of 35% automatically allowed by each consortia in each tradelane be
increased to above 50% to enable better economies of scale to be achieved?
Yes No
47.9 % 52.1 %
Source: Beddow (2008)

3.1.2  After Liner Conference is Abolished

Around one year after the EU formally nullified the liner conferences, CI published its shippers’ survey and
revealed some investigation on shipping conferences (Dixon, 2009). Two questions dealt with the impact of
the ban on liner conferences in EU trades and how this might have changed carrier’s behaviour. The enquiry
focuses on exploring that opening up market to greater competition might improve customer service functions
and pricing responsiveness. Table 6 shows that less than 16 % of shippers indicated that liner carriers were
making noticeable change to be more customer focused. In addition, more than 63% of shippers perceived
limited change on carriers’ practice to be more transparent with their pricing. Regarding the competition
between liner carriers after the EU banned the conferences, shippers did perceive more competitive situation
occurred in liner market because 68% of them recorded at least some change. There are difficulties to discern
shippers remained unimpressed on carriers’ behavioural change and more intensive competition was due to
the 2008 financial crisis resulting in the massive global economic recession in 2009 or the EU abolishing the
conference system on October 2008. Despite the ambiguity surrounding the impact of the EU ban on
conferences, 74% of shippers felt that they should be abolished in the rest of the world (Table 7). The results
shown in Tables 4 and 7 indicate that shippers are quite consistent with the opinions to call nullifying liner
conferences system all over the world.

Table 6: Shippers’ Perception on Carrier’s Behaviour after Liner Conferences are Officially Banned
Question 1:

Liner conferences were banned in the EU in October last year. Since then, have ocean carrier become:
A. More customer focused?

No change 42 %
Limited change 21 %
Some change 21 %

Noticeable change 7%
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Significant change 9%
B. More transparent with their pricing?
No change 23 %
Limited change 40 %
Some change 25 %
Noticeable change 12 %
Significant change 0%
C. More competitive?
No change 13 %
Limited change 19 %
Some change 34 %
Noticeable change 28 %
Significant change 6 %

Source: Dixon (2009)

Table 7: Shippers’ Opinion on Liner Conferences should be Banned in the Rest of the World

Question 2:
Based on this experience, do you think that liner conferences should be banned in the rest of the world?
Yes No
74 % 26 %
Source: Dixon (2009)
3.2 Carriers’ Opinions

To understand how carriers responding to the EU banned the liner conferences system, this study conducted a
guestionnaire survey on November 2011 in Taiwan after 3 years the EU invalidated the shipping conferences
(Tsai, 2012). Totally 31 carriers respond to the survey. As shown in Table 8, five aspects are discussed
including influence on: (A) overall liner conference system, (B) European tradelane, (C) Far East/North
American tradelane, (D) shipping services, and (E) Taiwan’s ruling system. Carriers’ opinions these five
aspects will be detailed in the following. First, regarding the influence on liner conference system, over 60%
of carriers’ agreed that two aspects will be greatly impacted including the global liner conference system and
promoting the use of other cooperative agreements (e.g., consortia arrangements). Around 22.6% of them did
not think the carrier’s monopoly power in the market will receive more restrictive due to the EU banned the
liner conferences. Second, owing to the EU abolish the conference system, more than two thirds of carriers
agreed that European tradelanes will be influenced on the following points: (1) freight rate fluctuation more
frequently, (2) more competition for container carriers, and (3) market share for median to small liner carriers.
Third, discussing the influence on Far East/North American trade routes, over 40% of carriers agreed that
freight rate will fluctuate more frequently and competition between container carriers will be more intensive.
Besides, market share for median and small carriers will receive more impact. Fourth, regarding the impact on
shipping services, some important points are as the following: (1) nearly half of carriers (48.4%) disagreed EU
to abolish liner conferences would cause negative influence on shipping service reliability; 35.4% of them
also disagreed it would cause positive impact; (2) 38.7% of carriers agreed that liner service quality and
innovation would be positively influenced; nevertheless, still more than one third (32.3%) of carriers did not
agree that it would cause positive influence; (3) majority of carriers (61.4%) indicated that removing liner
conferences in the EU would cause disadvantages for median and small carriers. Finally, considering the
impact on conference ruling system in Taiwan, majority carriers (70.9 %) agreed that government authorities
should not intervene in the operation of liner conferences. Interestingly, more than one third of carriers
disagreed Taiwan government following EU’s action to abolish the liner conferences system; more than one
third of them also disagreed the government to change regulations to govern the conferences or consortia
arrangements.

Table 8: Carriers’ Opinion on the Influence of EU Abolished the Liner Conferences
Aspects to be influence Degree of agreement
A: Influence on liner conference system Strongly | Disagree | Normal | Agree | Strongly
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disagree agree
Al. Causing influence on global liner conferences 0% 160% | 22.7% |419% | 194 %
AZ. Causing influence only on liner conferences 6.5 % 19.3% 29 % 29% | 16.2 %
in European tradelanes
ﬁgwgf?nsm%rrlf::nctlon on carrier’s monopoly 6.5 % 226% | 258% | 32.2% | 12.9%
g4bePlrgg(ljotmg the other cooperative agreements 0% 65%) | 323% | 41.9% | 19.3%
Ab5. I_Dromotlng the other countries considering to 3.2 129% | 387% | 323% | 12.9%
abolish liner conferences system
B: Influence on European tradelanes Strongly | Disagree | Normal | Agree | Strongly
disagree agree
B1l. Causm_g freight rate fluctuation more 0% 6.5 % 65% | 451 % | 41.9%
frequently in European tradelanes
B2. Causing freight rate more stabilized in 0% 9.7 % 10.3% | 4520 | 25.8%
European tradelanes
B3. Cau5|_ng more competition for container 6.5 % 9.7 % 225% | 35.5% | 25.8 %
transport in European tradelanes
B4. Inf_luence on mf_;lrket share for median to 0% 6.5 % 129% | 581% | 2250%
small liner carriers in European tradelanes
C: Influence on Far East/N. American Strongly | Disagree | Normal | Agree | Strongly
tradelanes disagree agree
C1. Causing freight rate fluctuation more 0 % 25 9 o 29 o 29 o 16.1 %
frequently in FE/NA tradelanes 0 70 0 0 70
C2. Causing freight rate more stabilized in 0 0 0 0 0
FE/NA tradelanes 3.2% 452% | 193% | 258% | 6.5%
C3. Causing more competition for container 0 0 0 0 0
transport in FE/NA tradelanes 9.7% 19.3% 29% | 388% | 32%
C4. Influence on market share for median to 0 0 0 0 0
small liner carriers in FE/NA tradelanes 3.2% 258% | 193% | 38.8% | 12.9%
D: Influence on shipping services Strongly | Disagree | Normal | Agree | Strongly
disagree agree
D1. Causing positive influence on service 0 0 0 0 0
reliability (e.g. reliable schedule) 9.7% 251% | 35.5% | 22.6% | 65%
D2_. ngsmg negative influence on service 6.5 % 119% | 355% | 129% | 3.2 %
reliability (e.g. reliable schedule)
D3. Qausmg_ positive influence on service quality 9.7 % 99 6 % 29% | 355% | 3.2%
and innovation
D4. _Causmg negative influence on service quality 0% 29 % 419% | 194% | 9.7 %
and innovation
D5. Rerr_lovmg confere_nce_s cause_dlsadvantages 320 16 % 19.4% | 355% | 2590
for median to small shipping carriers
D6. _Rgmoymg conferences help carriers get more 339 9.8 % 29% | 419% | 16%
flexibility in responding to market changes
!37. Caqsmg |_nfluence on the volume of 16 % 29 04 153% | 9.7 % 0%
international imports and exports
E: Influence on Taiwan’s system Strongly | Disagree | Normal | Agree | Strongly
disagree agree
EL Talwa_n government should not intervene in 320 997 0% 320 | 419% | 29%
the operation of liner conferences
E2. Taiwan govgrnment_should follow EU’s 16 % 103% | 323% | 259% | 6.5%
action to abolish the liner conferences system
E3. Talwe_m government should gmend _ 12.9% 193% | 323% | 29 % 6.5 %
regulations to limit the operation of liner
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conferences

E4. Taiwan government should amend
regulations to regulate carrier’s consortium 16 % 16 % 29% | 324% | 6.6%
agreements

Source: Tsai (2012)
4. Conclusions

The first well known liner shipping conference was created for the UK/Calcutta trade in 1875. In 1986,
European Union (EU) Council Regulation 4056/86 allowed liner shipping operators to have an exemption
from EU competition rules to organize themselves into conferences with the aim of fixing prices and
coordination capacity for the transport of containerized cargo. In September 2006, the council of EU decided
to abolish that exemption from EU competition rules, with effect from 18 October 2008.

Shippers basically expect two things will be improved following the EU to repeal the liner conference system:
carrier’s being more customer-focused and more transparent on ocean pricing mechanism (Beddow, 2009)
Shippers seemingly perceived that these two intentions have not yet realized. Because of the global economic
recession in 2009, ocean carriers have been forced to focus on financial survival rather than looking at
customer-care. Although liner conferences are no longer exist in European tradelanes, shipping lines are still
following the prices set by the big carriers such as Maersk and MSC (Mediterranean Shipping Company).

The empirical study about the carriers’ perception on the influence of the EU repealing the block exemption
for liner conferences reveals the following important points. First, majority of carriers (over 60%) agreed that
obvious impact will be on the global liner conference system and promoting the use of other cooperative
agreements (e.g., consortia arrangements). Second, freight rate fluctuation would be more frequently on all
tradelanes. Third, the EU to remove conferences system will possibly (1) help carriers get more flexibility in
responding to market changes, (2) cause positive influence on service quality and innovation, and (3) cause
disadvantages for median to small shipping carriers.
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Abstract

As the core of ship planning, stowage planning has a direct impact on the efficiency of a maritime container
terminal. In this paper, we consider the stowage plan of a containership as a combinatorial optimization
problem that maximize ship stability and keep no container reshuffles during the ship’s unloading process at
each port of a multi-port journey, which is the process of assigning available positions within the ship to
specific categories of containers considering attributes such as destination, weight, and size type of the
container. We describe practical constraints in detail and give a multi-objective integer programming model
for the problem with considering the irregular structure of the hold of containership and three most common
size types of container. Successively, in order to generate the containership stowage plan effectively and
efficiently, we propose a modified Differential Evolution algorithm which employs a new mutation operator
in an attempt to balance the exploration and exploitation capabilities of optimization method. The validation
of the proposed approach is performed with some real life test cases from a maritime container terminal.

Keywords: Stowage Plan, Combinatorial Optimization, Differential Evolution

1. Introduction

The containerships are cargo ships those carry their entire load in truck-size intermodal containers, in a
technique called containerization. They form a common means of commercial intermodal freight transport.
Containerization has increased the efficiency of moving traditional break-bulk cargoes significantly, reducing
shipping time and costs. As in 2001, more than 90% of world trade in non-bulk goods was transported in ISO
containers, and in 2009, almost one quarter of the world's dry cargo was shipped by container, an estimated
125 million TEUs or 1.19 billion metric tons worth of cargo. Containerization not only changed the face of
shipping but also revolutionized world trade as well.

The containership stowage planning (CSP), a pivotal link to containers transportation, is to draw up a plan of
determining how to stow a set C of containers of different types into a set S of available locations of a
containership with the considerations of some structural and operational constrains, related to both the
containers and the ships (Ambrosino et al., 2004). In practice, CSP not only affects the economic benefit of
shipping line and container terminal from transportation but also has direct relation to the safety of the ships
and cargos.

When we draw the plan, some factors must be considered, such as the structure of ship, distribution of goods,
port of destination (POD) and so on, with consideration of different objectives including optimal space
allocation, maximization of the stability and minimization the berthing time. All these factors are interactive
and conflictive with each other which make the CSP problem become a combinatorial optimization problem.
The increasing number of containers transported by ships and corresponding increase of containerships size
(Edith Maersk has 11,000 TEUs capacity) lead to containerships enlarging in principal dimension, which
makes it more complicated to draw containership stowage plan.
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The CSP problem has been proved to be NP-complete (Avriel et al., 2000). Todd and Sen (1997), firstly
attempted to apply genetic algorithm to solve CSP problem, proposed a multi-criteria complete encoding
genetic algorithm for solving the stowage problem. In their approach, different sections of the solution vector
corresponded to each POD. Each section of the solution contained integer vectors of size P, where P was
equal to the total number of container slots in the ship. Each element in such a vector indicated the POD of the
container that occupies the corresponding slot at the given port. The major disadvantage of the approach is
that the vector of encoding is too long. For example, to encode a ship carrying 1,500 containers and visiting
15 ports, a vector of length 22,500 is needed. Such long vectors would cause the search space too large and
reduce the convergence rate of the algorithm. Dubrovsky and Levitin (2002) proposed a compact encoding
technique, in which the disadvantages of complete encoding were overcome. The compact encoding method
just saved the mutative part after the operation of loading and unloading completed along the route of ship
calling, rather than holding the complete layout. Since the ship layout has a relatively small number of
changes at each port, the size of solution encoding vectors should be much smaller than complete code. So
this method would significantly reduce space of solution and advance efficiency of algorithm.

Wilson and Roach (1999) and Wilson et al. (2001) tested the application of local search algorithms and
techniques based on combinatorial optimization. In particular, the authors broke the container stowage process
into two phases, which are respectively at a strategic and tactical planning level. The computational
experiments reported by the authors show the goodness of the sub-optimal solutions obtained in
computational time of the order of 90 minutes for instances relative to a 688 TEUs ship. A similar staged
approach has been followed by Ambrosino et al. (2006) and Ambrosino et al. (2009) that, in a first phase, split
the set of available locations into different partitions with respect to their bay address and the POD of the ship;
finally, solve the MBPP model looking successively for the global stability of the ship by performing multi-
exchanges and using a tabu search (TS) meta-heuristic approach. However, due to many simplified
assumptions, such as neglecting the irregular structure feature of the hold and the High Cube container most
commonly used at present terminal and so on, the most of approaches employed in literatures are not suitable
for real large scale applications.

In this paper, we solve the CSP problem as a combinational optimal problem with maximizing stability of
ships and keeping zero reshuffles using a modified DE algorithm employed a new mutation operator, to our
knowledge, with the first application of DE to stowage planning. The CSP problem and practical constraints
are presented in detail in Section 2. A multi-objective optimal model for the problem and our proposed
algorithm are present in Section 3. In Section 4 we give the experimental example and present some
computational results aimed at validating the proposed approach. We finish the paper with conclusion in
Section 5.

2. CSP Problem

Firstly, to give an idea of how stowage takes place, we consider the basic structure of a ship with its
perspective view shown in Figure.l. It consists of a given number of locations to stow the containers that can
vary in size depending on the ship. Most commonly, container capacity is often expressed in twenty-foot
equivalent units (TEU) which is a unit of capacity equal to one standard 20°x8°x8” (length x width x height)
container. Each location is identified by the three indices, each one consisting of two numbers that give its
position with respect to the three dimensions. In particular, each position is addressed by the following
identifiers: (a) Bay, the position relative to the cross section of the ship, counted from the bow to stern; (b)
Row, the position relative to the vertical section of the corresponding bay, counted from the centre to the both
sides; (c) Tier, the position relative to the horizontal section of the corresponding bay, counted from the
bottom to the top of the ship. Thus a container is located in a given bay, on a given row and on a given tier.
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Fig. 1: Perspective Of A Containership
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In particular, each 20’ bay is coded with an odd number for the stowage of 20’ containers, i.e. by 01, 03, 05,
etc., while two continuous odd bays conventionally yield one even bay for stowing the 40’ containers, i.e. bay
10 = bay 09 + bay 11 (see Figure.1). The second index is the row, ship locations have an even number if they
are located on the seaside, i.e. row 02, 04, 06, while an odd number if they are located on the yard side, i.e.
row 01, 03, 05, etc. Finally, third index, that is the tier, are numbered from the bottom of the hold to the top
with even number, i.e. tier 02, 04, 06, etc., while in the upper deck possible numbers are 82, 84, and 86. It is
noticed that, the numbers of rows and tiers within each bay are different, especially at the bow and the stern of
the ship, due to the irregular structure of hold (below deck). This irregular feature of the containership,
neglected by many authors for reducing the complexity of the problem, is considered in our mathematic model
presented in next Section.

Stowage planning is the core of the ship planning. In practice, planning a ship’s stowage is a two-Step process
(Stahlbock et al., 2004). The first step is executed by the shipping line. The shipping line’s stowage plan has
to be designed for all ports of a vessel’s rotation journey. Stowage planning of a shipping line is a stowage
instruction as shown in Figure 2, which is usually not according with specific containers identified by
numbers, but on categories of containers, such as the size of a container, the POD and the weight or weight-
class of containers. According to these features, containers are assigned to specific space within the ship to
satisfy the constraints for the stability of the ship. The objectives of optimization from the shipping line’s
viewpoint are to minimize the number of reshuffles during port operation and to maximize the ship’s
utilization. The stowage plan of the shipping line is sent to the terminal operator by EDI before the arrival of
the corresponding ship. The stowage instruction of the shipping line is filed into the terminal’s ERP system
and serves as a working instruction or pre-plan for the terminal’s ship planner. Here, the container stowage
stacks of the entire ship are shown in more detail, in the form of a series of vertical transverse sections, or
bays, viewed from aft. Each stowage location is shown as small box. Positions are marked using letters and/or
colors to indicate the container’s port of destination and the presence of extra-height and extra-width
containers.
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Stowage Instruction
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Based on this instruction the terminal planer then assigns corresponding containers identified by numbers to
the respective slots. Optimization objectives are possibly different, e.g., maximization of cane productivity,
cost minimization, or minimization of yard reshuffles. The minimization of the yard reshuffles plays an
important role through a practical viewpoint. Reshuffles occur when a container has to be accessed while
others on the top of it have to be removed first. Reshuffling consumes time which is an offset to the
transportation time between stack and shore reducing the productivity of ship operation, so containers should
be arranged optimally to reduce the number of reshuffle as much as possible.

Moreover, both the constraints related to the particular ship under consideration and those of the containers
should be taken into account to solve the CSP problem.

a) Size of container. The standard sizes of three types of containers are considered in this paper, namely 20’
GP (General Purpose), 40’ GP and 40’ HC (High Cube). ‘GP’ indicate a container should be 8 width, 8°6”
high and, most commonly, 20’ and 40’ long. Taller units have been introduced recently (see Figure.l),
including high cube units at 9°6”” and 10°6” high, are widely used in many countries. As it is always required
for security, 20’ containers cannot be located above locations where 40’ containers are already stowed, and
40’HC cannot be stacked from the bottom to the top tier to prevent to touch the hatch-lids in hold.

b) Weight of container. The standard weight of an empty container ranges from 2 to 3.5 tons, while the
maximum weight of a full container to be stowed in a containership ranges from 20 to 30 tons and 30 to 50
tons for 20’ and 40’ containers respectively.

c) Destination of container. A good general stowage rule suggests to load first (i.e. in the lower tiers) those
containers having as destination the final stop of the ship and load last those containers that have to be
unloaded first. Containers are loaded by cranes from the bottom of the ship into vertical stacks. If a container
destined for one port is positioned below containers destined for a later port, the containers above must be
unloaded and reloaded at earlier port, such movements are called reshuffles. Movements of container reshuffle
incur additional costs in time and reducing the productivity of ship operation, so containers should be arranged
optimally to minimize the time spent in port.
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A balanced distribution of the weight in the ship is the basic condition for good stowage. So it is necessary to
check the stability of the ship by using some mathematical methods only when ship is loaded. In practice,
most of heavy containers are located in the hold, while the others are located in the upper deck. Moreover, to
ensure the security, after the loading operation is complete, we have to verify two equilibrium indicators
considered as the objectives of mathematical model in our work.

a) Horizontal equilibrium. The weight on the stern of the ship must be equal (or with a difference within a
certain tolerance) to the weight on the bow.

b) Cross equilibrium. The weight on the right side of the ship, including the odd rows of the hold and upper
deck should be equal (or with a difference within a certain tolerance) to the weight on the left side of the ship,
including the even rows of the hold and upper deck.

Therefore, a ship must be loaded in such a way to satisfy the constraints above so that it can be able to travel
independently in a variety of the weather conditions and that the stability constraints must also be satisfied
during some possible loading/unloading at intermediate destinations.

3. Approach Taken

In this section we present our multi-objective optimization model of the CSP problem and the modified DE
algorithm used in this paper as follows.

3.1. Mathematical Model

The objective function is used to evaluate solutions of the problem and the corresponding constraints require a
number of definitions to model the underlying structure of the problem, which are shown as follows.

-T: the set of all 20° GP containers;

-FG: the set of all 40 GP containers;

-FH: the set of all 40’ HC containers;

-F: the set of all 40’ containers, F = FGJFH ;
-C: the set of all containers, C=TUF;

-c,e: the container indices;
-D: the set of all ports of destination;

-d.: the port of destination of containerc, d, e D ;

-W,: the weight of container c;

-I: the set of all bays of the whole containership;

-i: the index of bay, 1=1,...,| I |;

-E: the set of even bays, Ec | ;

-O: the set of odd bays, O | and | =EUO;

-J: the set of all rows of the whole containership;

-j: the index of row;

-Ji: the set of all rows within the bay i;

-K: the set of all tiers of the whole containership;

-k: the index of tier;

-Kj: the set of all tiers within the bay i;

-Kij: the set of all tiers within the bay i and row j;

-KBj;: the set of all tiers within the bay i and row j below the deck;
-KAj;: the set of all tiers within the bay i and row j above the deck;
-S: the set of all stowage locations;

-|: a stowage location;

Xic. the decision variable of the problem, with the following specification:
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1 if container c is allocate to the location I,
Ic = -
0, otherwise.

It is noticed that the 1™ location is actually identified by indices i, j, k representing, respectively, its bay, row
and tier address, while ¢ identifies the number of the c™ container in set C. It means that, in practice, variable
Xic=Xije,» directly giving the location where container c is stowed if it is set to 1. Therefore, at the optimal
solution we have the exact position of each container in the ship.

The definition of variables above enables a formulation of the model for the CSP problem, which is reported
here as follows.

min Z =W, +W, 1)
where:
| ST TR 1 JL [l
Wl = _ ’\Ni _WI ‘ = chukc _I_Z _ ZWCXIJKC (2)
i=1 i=1| j=1 k=1 ceC | | i=1 j=1 k=1 ceC
I, 3 N TR 11 1 & [l
W2 - ‘\Nu WJi = Z ZZWCXUKC _m Z chukc (3)
i=1l j= i=1l j=1|k=1ceC il j=1k=lceC
s.t.
X. =|C
IZS:ZC: « =IC| (@)
Zchﬁl YceC (5)
leS
x. <1 VleS
2 % 6)
D X =0 VieE,jel, kekK; )
ceT
injkczo VieO, jel; kekK; 8)
ceF
D Xorgore + DX <1 VieE, jed k=1.,[Ky[-1 ©)
ceT ceF
D Xisjore T X X <1 VieE, jed k=1.,|K;|-1 (10)
ceTl ceF
D (WX —WXyei) 20 Viel, jed, k=1..|K;[-1 (1)
i
D ([deXjore —dXye) =0 Viel, jed, k=1..|K;|-1 (12)
i
[KBj|
> Y (e +1-|Ky <0 VieE,jey, (13)
k=1 ceFH
X. €{0,} VleS,ceC (14)

Expression (1) is the objective function that minimizes the total ship stability difference W, expressed in terms
of the sum of W, and W, denoting the cross equilibrium difference and horizontal equilibrium difference

respectively. Expression (2) is the definition expression of W,, where W, and VV, denote the weight of
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containers stowed in bay i, Viel, and average of the weight of |l| bays in containership respectively.
Expression (3) is the definition expression of W,, where W, and W, denote the weight of containers stowed

inRow j, VjeJ,,inbayi, Viel, and the average of the weight of |Ji| rows in bay i in ship respectively.

Constraint (4) defines the number of locations to be selected for stowing the given containers. Expression (5)
and (6) are the well known assignment constraints forcing each container to be stowed only in on ship location
and each location to have at most one container. Constraints (7) and (8) force, respectively, 40’ containers to
be stowed in even bays and 20’ containers to be stowed in odd bays, while (9) and (10) prevent 20’ containers
being positioned over 40’ ones. Constraint (11) forces heavier containers could not to be put above lighter
ones. The destination constraint (12) avoids positioning containers which have to be unloaded first below
those containers with a later destination port. Particularly, constraint (13) prevents the height of 40° HC
containers stack stowed below deck to exceed the capacity of hold. Finally, in Expression (14) the binary
decision variables of the problem are defined.

Note that in the formulation of the problem we assume that the ship starts its journey in the port for which we
are studying the problem. In particular, zero reshuffle is achieved via satisfying the constraint (12), which is
more practical applicability than minimization of the reshuffles when solving the real problem in practice.
Moreover, we assume that the number and the weight of containers to be loaded on board are not greater than
the number of available locations and the capacity of the ship, respectively.

3.2. The Modified DE

Differential Evolution (DE), proposed by Storn and Price (1997), is an efficient and powerful population-
based stochastic search technique for solving optimization problems over continuous space, which has been
widely applied in many scientific and engineering fields. However, the success of DE in solving a specific
problem crucially depends on choosing evolutionary strategies appropriately and their associated encoding
method. To solve the CSP problem efficiently for application in practice, we present a modified DE
employing a new evolutionary strategy, which can improve the balance performance of the algorithm between
exploitation and exploration during the process of convergence. The basic steps of the approach are shown by
illustrating the procedure of DE in this subsection.

A. Initialization. To initialize a population of NP D- dimensional_ individuals over the optimization search
space, we shall symbolize each individual by x'y= [xgl, Xg2 .., Xgp] €ncoded as the loading sequence of all
containers, fori =1, ..., NP and D = |C|, where g is the current generation. At the same time, all positions on
ship are numbering according to their three-dimensional coordinates. Hence, each element of the individual
and its value denote a container and the stowing position of it, i.e. the container with the minimum elements
will be allocated to the first location on the ship. We can initialize the j™ dimension element of the i"
individual according to

X ; =L;+rand;(01)-(U; -L,) (15)

where rand;(0,1) is a uniformly distributed random number confined in the [0, 1] range; U and L are lower and
upper bound values of individual respective. After initialization, DE enters a loop of evolutionary operations:
mutation, crossover, and selection.

B. Mutation Operatlon For each target individual x of the current population a new individual, called the
mutant |nd|V|duaI Vg, is derived through the Ilnear combination of base individual x; and difference
individuals (x%,-x") randomly selected individuals with a real parameter mutation factor F determlned by a
normal dlstrlbutlon with mean value 0.5 and standard deviation 0.1, denoted by N(0.5,0.1). The originally
proposed and most frequently used mutation strategies in the literature are:

Vi =X+ F (=) (16)
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Because the real number encoding method, which is different from the binary encoding method of the
decision variables, is employed in our algorithm, the linear combination in mutation operation such as (2-2)
does not influence the feasibility of the individual. For enhancing the robustness of the algorithm, a new
difference vector, added in mutation strategy, combines a better individual xbg and a random individual x'g
beyond the current population within the searching space to improve the convergence rate and the diversity of
the population respectively. The new mutation strategy is:

i rl r2 r3 b r
Vy =Xy +F- (X" =X7) + F - (X5 —%;) 17)

C. Crossover Operation. The crossover is performed on each component j (j=1,2,...,|C|) of the mutant
individual Vg. In detail, for each component of the mutant vector a random real number r in the interval [0, 1]
is drawn and compared with the crossover rate, CR~N(0.5, 0.1), which is the second DE control parameter.
The procedure can be outlined as:

i_
ug,j -

Vg 1F(r,;(0,) <CROF j= )
R (18)

x; ;» Ohterwise

D. Selection Operation. Finally, the selection operator is employed to select the most promising individual
with less value of objective function, i.e. the better stability of the containership, between target individual and
trial individual survives to the next generation and to retain the population size constant over the evolution
process. Thus, the selection operator can be defined as

(19)

g+1

_{u;, iff(ul) < f(x)

x;, ohterwise

where f(x) is the objective function to be minimized. Therefore, the population of the algorithm either gets
better (with respect to the minimization of the objective function) or remains the same in fitness status, but
never deteriorates. The terminating condition of iteration can be defined by a fixed number of iterations Gay.

4. Evaluation Example

In this section we present some evaluation examples aimed at showing the performance of our approach. In
particular, our test problems are related to a containership of 600 TEUs as is shown in Fig. 2 (named Xin
HongXiang 57), with 16 bays, 8 max available rows in the upper deck, 6 in the hold, 4 max available tiers in
the upper deck and 4 in the hold. Here we test our approach of looking for stowage plan of 10 real instances,
which are reported in table 1; such instances differ from each other of the containers number to be loaded,
their sizes and weights, and the number of TEUs to load on board, where the range of the containers number is
from 274 to 406, the number of ports to be visited is 3, and the number range of TEUs to load on board is
from 451 to 570.

All evaluation examples have been performed on a PC with Core 2 Quad CPU 2.83GHz and 3.25GB Memory.

Table 1: The Set of Evaluation Examples
Size Destination

20'GP | 40'GP | 40HC | 1 2 3

453 (274 95 118 61 98 | 93 | 83
451 | 335 | 219 60 56 | 120 | 106 | 109
474 | 316 | 158 32 126 | 119 | 107 | 90
491 | 362 | 233 45 84 78 | 114 | 170
510 | 380 | 250 74 56 95 | 173 | 112

Instance | TEUs | |C|

|| WIN|-
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517 | 327 | 137 116 74 67 | 106 | 154
536 | 278 | 20 82 176 | 102 | 78 | 98
551 | 406 | 261 68 77 65 | 128 | 213
550 | 330 | 110 137 83 47 | 170 | 113
10 570 | 392 | 214 54 124 | 193 | 126 | 73

O©|o | N | O

Table 2 reports the comparison between the solutions obtained by solving the multi-objective model for CSP
problem using CPLEX 11.0, the present modified DE (mDE) algorithm and the Genetic Algorithm (GA). The
comparison is based on two main indicators, which is the value of objective function Z (in ton) and the
computational time (in hour, minute and second).

Table 2: Comparisons of the Z Function Value and the Computing Time between
Cplex, mDE and GA

Z Function Value (ton) CPU time (h:mm:ss)
Instance mDE GA mDE GA
Model Model
Value | A% | Value | A% Value | A% | Value | A%
1 217 225 | 3.69 | 247 |13.82(0:33:18 | 0:08:36 | 74.17 | 0:09:08 | 72.57
2 270 283 | 481 | 295 | 9.26 | 0:56:42 [ 0:09:11 | 83.80 | 0:12:17 | 78.34
3 256 263 | 273 | 267 | 4.30 | 2:43:06 | 0:06:56 | 95.75 | 0:08:35 | 94.74
4 273 279 1220 | 292 | 6.96 [ 0:42:25 | 0:07:35 | 82.12 | 0:08:43 | 79.45
5 212 217 | 236 | 227 | 7.08 [2:11:43 | 0:07:12 | 94.53 | 0:08:32 | 93.52
6 289 299 | 346 | 328 |13.49( 1:36:48 | 0:06:12 | 93.60 | 0:07:53 | 91.86
7 201 210 | 4.48 | 213 | 597 [ 2:07:23 [ 0:09:54 | 92.23 | 0:12:34 | 90.13
8 277 284 | 253 | 286 | 3.25 [ 0:43:11 | 0:08:16 | 80.86 | 0:09:27 | 78.12
9 186 192 | 323 | 196 | 5.38 |1:47:23 | 0:08:31 | 92.07 | 0:10:21 | 90.36
10 265 270 | 189 | 282 | 6.42 [ 2:13:34 | 0:14:17 | 89.31 | 0:12:37 | 90.55
Average | 244.6 | 252.2 | 3.14 | 263.30 | 7.59 | 1:33:33 | 0:08:40 | 87.84 | 0:10:01 | 85.96

According to the date of the solutions, we can note the impressive reduction of the CPU time of our approach
which is up to 95.75% with the average value 87.84%. Even though GA achieved the reduction of CPU time
with 85.96% on average, GA has a poor performance in solutions of Z functions value. The results we got
averagely are about 3.14% greater than the optimal values and only 4.81% in the worst case, and the gap value
between the results obtained by GA and the optimal are 7.59%. Then we notice that, the consideration of HC
containers increases the complexity of the solving CSP problem especially in case 3, 7 and 10 with a large
proportion in which superiority of mDE is more significant. In practice, at least half an hour is required to
draw up a specific stowage plan. Even though the model can find the optimal value of the objective function,
it is time-consuming and inefficient. The sub-optimal solutions obtained by our approach are accord with the
actual stability requirement, and more efficient than the model and the manual operation.

5. Conclusion

In this paper we have presented a multi-objective model for the CSP problem with the consideration of the
irregular structure of the ship hold and three most commonly size containers, and a modified DE algorithm is
proposed for solving the CSP problem. According to the comparison with the application of Cplex and GA in
ten large scale real cases, the proposed solution method has very good performance in terms of both solution
quality and computational time in large scale cases. Moreover, our approach for solving the CSP has been
used in the central control room of a container terminal.
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Abstract

As a kind of warehousing operations management problem, SSS problem plays a key role between continuous
casting and hot rolling in steel industry. If a slab in the yard that stacks in a middle tier of the stack is chosen
for hot rolling, other slabs above it should be moved away first before the target one can be retrieved, then
shuffle occurs. SSS is to choose appropriate slabs for hot-rolling schedule, from their respective candidate
slab sets aiming at minimizing the resulting shuffle number. Properly selection of slabs can reduce shuffles
during the retrieval process, improve working efficiency of cranes in slab yard and decrease the time spent on
feed preparation of hot-rolling and also logistics cost. Since slabs are piled one upon another in a stack, the
number of shuffles for retrieving the chosen slabs not only depends on the slabs about to taken out, but also
the slabs previously taken out from the stack. SSS is formulated as a nonlinear model. Because of its
complexity, several intelligent algorithms have been applied to SSS but few optimization algorithm has been
introduced to solve it according to previous literatures. In this paper, the concept of stack-scheme is proposed
to synthetically consider the decision situation in a stack. The net shuffle number in a stack is independent
with the situation in other stacks and thus the needed shuffle number associated within a stack-scheme can be
individually calculated. Based on above, the original problem can be reformulated as a linear master problem
and a set of sub-problems by Danzig-Wolf decomposition. Column generation (CG) is then applied to solve it
and a branch-and-bound method is proposed to get the optimal solution. The performance of the proposed
algorithm is verified by numerical experiments.

Keywords: steel industry, warehousing management, slab stack shuffling, column generation

1. Introduction

SSS problem is abstracted from hot-rolling stage in steel industry. Steel production is a multi-stage process. A
slab yard serves as a buffer between continuous casting and steel rolling. Finished products of continuous-
casting (steel slabs) are stored in slab yard, waiting to be chosen for hot-rolling stage (Figure 1). In hot rolling
production, slabs are rolled turn by turn according to hot-rolling plan. A plan is actually a predefined
sequence of rolling items and each item requires a slab of specified size and grade. Since the slabs which are
casted from the same batch are of the same steel grade and similar size, there is usually more than one
candidate slab in the yard satisfying the requirements of each item. These candidate slabs for the item is called
a slab family, from which one target slab needs to be selected for an item in hot-rolling plan. If a target slab is
not on top of a stack, the slabs above it need to be shuffled aside first, which is called slab stack shuffling. The
proper target slab selection can reduce the extra slab-handling due to slab shuffling. This is the slab stack
shuffling (SSS) problem.

Figure 1: Flowchart of Steel Industry
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Properly selection of slabs can reduce shuffles during the retrieval process, improve production efficiency of
slab yard and decrease the time spent on feed preparation of hot-rolling stage. Reduction in shuffles during
the retrieval process can also promote the production efficiency of the steel enterprise indirectly. This
research can promote the management level of production and logistic in steel making enterprises, and
decrease the logistics operation cost.

Some attentions have been paid on SSS problem in previous literatures. Tang et al. proposed a two-phase
algorithm to solve SSS. An initial feasible solution was generated first and improved using local search.
Experimental results show that the proposed algorithm vyields significant better solutions than the old
algorithm with an average improvement of 15%. Singh et al. proposed a Parallel GA to solve the SSS
problem based on Tang’s model, and shuffles decrease by 6%. In this paper, a column generation algorithm
is proposed so solve SSS problem, which can get an optimal solution.

This paper is organized as follows: Section 2 gives a detailed description of the problem and formulates SSS
as an integer programming model. For the nonlinearity of the model, in section 3, a definition of stack-scheme
is proposed to linearize the model. After that, a column generation algorithm is proposed to solve it, which is
given in section 4. In section 5, experiment results are given and section 6 gives conclusions.

2. Problem Description and Mathematical Model

In this section, details about the problem and

2.1. Problem Description

As shown in Fig. 2(a), stacks are stored in slab yard, by column and row. Bridge cranes travel along overhead
rail stacks fixed on the two sides of the area. In the middle of the two ends of the yard lies a roller conveyor,
which can automatically transport slabs on it to the exit.

Figure 2: Layout of the Slab Yard and a Stack in it

L } } } ‘ Barrier slabs
) (slabs to be shuffled)
.-. . - . Stack height | NOMMIMMIINIIINS | Targetslab
@) I conveyor [ stack (b)

In each stack in the yard, slabs are piled up one on top of another, as shown in Fig. 2(b). There is a permitted
maximum stack height, which is the maximum number of slabs that a stack can hold. If a required slab is not
on top of the stack, the slabs above it must be shuffled to other stacks before it can be retrieved and the
number of shuffled slabs is referred to as shuffle number for the target slab.

Slabs stacked in the yard are raw materials for hot-rolling. Given an order, planers will choose some slabs
from the yard which meet the order demand to form a hot-rolling schedule. If the chosen slab (target slab)
stacked in the lower tier of a stack, the crane should move away the slabs above it in advance to make the
target slab expose on the top, then ‘shuffle’ occurs. The increase in shuffles will lead a longer time spent on
feed preparation which delay hot-rolling production and also disturb the coordinate production between
continuous-casting and hot-rolling. SSS problem is to select specified slabs corresponding to each item in hot-
rolling schedule, aiming at the minimum shuffles during the whole retrieval process. In this paper, we assume
that slab yard is large enough that a barrier slab can always be shuffled onto a stack in which no target slab
stacks in.
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2.2. Mathematical Model of SSS

A mathematical model is constructed for the problem in this section. Following notations are introduced for
the formulation.

Parameters:
i Index of rolling item, i € {1, 2,..., M}, which is the set of rolling items in hot-

rolling schedule;

Si Slab family for the ith rolling item, i=1,2,..., M, andS = Ui“’:'lsi denotes the set
of candidate slabs for all the items;

@ Slabset,®={1,2,....],...,n};

@i The stack that slab j initial stored in;

D; The number of slabs above slab j in ¢;.

Decision variables:
B {1, if slab j is selected for the ith item,

"0, otherwise.
Sii  Nnumber of shuffles occur if slab j is selected for the ith item.

Based on the above notations, the SSS problem can be formulated as model IP_1.

(IP_1) Min D> 'S, X (1)
i=1 j=1
s. t.
jeS;
M
> X, <1 for VjeS A3)
i=1
X;; €{0,1} fori=1,2,...M, jeS (4)
where,
{Dj -1 if R=0;
i~1D, —maxD. -1 ifR=Q:
j —Mmax ;L ifR =, (5)

inwhichR={j ¢, =¢;,D, > D, X, =LieM, | ed}

In the above model, S;; denotes the shuffles occur when slab j is selected for the ith item. The objective
function minimizes the required total shuffle number corresponding to S;. Constraint (2) ensures that each
rolling item is assigned to a slab. Constraint (3) ensures each slab can be chosen for only one item. Constraint
(4) defines the range of decision variable. The objective function is nonlinear, which makes the original
problem even harder to solve.

3. Integer Programming Model of SSS

To decouple the calculations of shuffle numbers in different stacks, each related stack (the stack has at least
one candidate slab in it) will be considered individually.

Definition 1. For any item i, ie{l, 2,..., M}, and slab j €S;, we call the binary combination ( j, i) a
candidate match.
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It is clear that for two different candidate matches (j,i)and (;’,i"), if i=1"or j= j', then they cannot be
adopted simultaneously.

Definition 2. Two different candidate matches (j, i) and (j’, i) are compatible with each other iff i #i' and
J # ] '; otherwise, they are incompatible with each other.

Let Sc(z) = {( i i)‘(pj =r,jeS, andi=12,.,M } denote the set of candidate matches involving stack z .

Definition 3. A match set s < Sc(z) is called a stack-scheme with respect to stack 7 iff s+ and any two
candidate matches in s are compatible with each other.

Figure 3: Candidate Matched in Stack 7

(3i2) (3.1a) (J3,i7)
(212) (2.is)

(ui2) (1is) (uis)

For example in Figure 3, three candidate slabs ( ji, j», js ) are in a stack and related to four items in stack 7,
such as i2, i3, i5, i7. SC(T) = {(jl,iz), 01,i4), (jl,i5), (jz,iz), Gg,ig), (jg,ig), (j3,i4), (jg,i7)}. ACCOfding to Definition 3,
Candidate match sets{(ji,i2), (j2,is)} , { (2.i3), (jz,i2)} and {(j1,is), (j2.i3), (jz.is)} are all stack-schemes with
respect to the stack 7, but {(ji,i»), (j2,i2)} is not due to the incompatibility between item i, which is can not be
matched to two slabs.

As implied by formula (5), the net shuffle number in a stack is independent with the situation in other stacks
and thus we can individually calculate the needed shuffle number associated with a stack-scheme. Then, a
linear model is given as follows:

Parameters:
" Set of stacks;

w The shuffle number of stack-scheme s of stack 7 ;

78
@; The stack that slab j initial stored in;

D; The number of slabs above slab j in ¢;;
Y= U Sc(r) The whole set of candidate stack-schemes;

el

Variables:
_ |1, stack-scheme s of stack z is adopted,
e {O, otherwise.
_ |1, stack-scheme s of stack z includes a match corresponding to item i,
His = {0, otherwise.

Based on the notations defined above and from the perspective of individual stack, the original model IP_1
can be reformulated as a master problem and a set of subproblems by Danzig-Wolf decomposition. Each
subproblem is to make the optimal stack-scheme decision for each stack by enumerate all its stack-schemes
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and the master problem is to decide which stack-scheme will be taken as the final optimal scheme. Model IP-
2 is the master problem of Danzig-Wolf decomposition.

(IP-2) Max 2 2 O (6)
reFSeSC(r)

st ng)ﬂnsxrszl’ vi=12,..M 7)

se;mx” = vrel ®)

X €{0,1}, VreF,Sega(T) 9)

In model IP_2, the objective (6) is total shuffles, which is virtually the same as the objective (1) of model IP_1.
Constraints (7) impose that all the items are assigned to slabs which are included in the stack-schemes adopted.
Constraints (8) ensure only one stack-schemes can be adopted from a stack, which also avoid that a slab is
assigned to more than one item. Constraints (9) indicate that the decision variables are binary.

A column generation procedure is proposed to solve IP-2.
4. Column Generation Method for SSS

Given an initial feasible solution, IP_2 is known as the restricted master problem in the column generation
context. In a column generation method, the subproblem must be able to find stack-schemes of each stack
that have negative reduced cost with regard to a given dual solution to the linear relaxation of the restricted
master problem. Consider the following dual variables:

7;  dual variables of constraint (2) foritemi=1,2,...,M;
v, dual variables of constraint (3) for stack z €I';

Using the notations above, the reduced cost C.s of scheme s in stack 7 is given below:

675 = a)rs — 7t Hizs _Ur (10)

Then the subproblem can be described as to find a stack-scheme for each stack with negative or the most

negative value of C.s. The schemes with negative reduced cost are added to the master problem. Then a new
iteration starts by solving the relaxation of the new master problem and the lower bound is updated to
accelerate the search process of the branch-and-bound tree.

At each node of the branch-and-bound tree, we take the column generation procedure iteratively for solving
the linear relaxation of the restricted master problem to get its lower bound. At each iteration process, linear
relaxation of master problem restricted to a subset of stack-schemes is solved to get dual solutions. Given the
dual variables, CG is taken until there is no negative column to add. If no such columns can be found, the
current solution is optimal for the restricted master problem. Otherwise, solve the new generated restricted
master problem and take CG iteratively until lower bound of the current node is found.

Theorem 1. The optimal objective function value of IP_2 can be viewed as the lower bound of the original
integrated problem.

This is evident since the model IP_2 is equivalent to IP_1, and IP_1 formulates a relaxed problem for the
original integrated problem.

Besides the lower bound of the original problem, a slab selection scheme, which assigns a target slab for each
rolling item, can be obtained from the optimal solution to IP_2.
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5. Computational Experiments

The proposed column generation algorithm has been developed in Visual Studio.net 2005. It employed the
ILog Cplex to resolve the involved ILP model and performed on a PC with Intel Core Duo P8700 CPU and
1.94G RAM.

For testing performance of the proposed algorithm on examples which are of various kinds of scales, 3 groups
of instances under different problem configurations are randomly generated. The randomly generated instance
has 60 (group 1 and 2)or 90(group 3) items separately, which is quite the same or even larger than that of
practical data.

The slab distribution factor, equal to the ratio of the number of candidate slabs to the stacks that store these
slabs, represents the aggregation degree of the candidate slab distributing among stacks. The slab distribution
factor can be seen as an average number of candidate slabs in a related stack. Group 1 and 3 have the same
slab distribution factor 2, compared with that of Group 2 is 3. The larger slab distribution factor, the more
stack-schemes there exist. And also the scale of the model becomes larger which results in a longer computing

time for CPU. Experiment results are as follows:

Table 1. Experiment Results on Random Generated Data

Group Items Test index Schemes Obj LB Gap(%) CPU(s)
1 1399 35 35 0 14.0
1 60 2 1128 53 53 0 13.9
3 1659 26 26 0 14.4
1 10520 56 56 0 22.8
2 60 2 13890 88 88 0 28.0
3 32878 81 81 0 42.0
1 1678 56 56 0 25.1
3 90 2 3098 62 62 0 24.8
3 5003 39 39 0 23.0

Table 1 shows the average experiment results for 3 groups of instances, the instance in a same group are of the
same scale. Table shows number of items of each group, average number of stack-schemes (Schemes),
objective value (Obj), lower bound (LB), gap (Gap) and CPU-seconds (CPU-s) of each group separately.

For testing the practical value of the algorithm proposed, experiments are also tested on real data collected
from a large scale steel-iron enterprise in China which is shown in Table 2.

Table 2: Experiment Results on Real Data

Test index Initial Obj Obj LB Gap (%) CPU (s)

1 14 10 10 0 0.6
2 42 34 34 0 1

3 16 8 8 0 0.5
4 6 6 6 0 0.1
5 28 28 28 0 1.1
6 48 20 20 0 1

7 30 16 16 0 0.9
8 16 14 14 0 0.5

From the experimental results, we can have the following observations:
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1) The proposed CG can effectively obtain an optimum solution for the SSS problem.

2) The computing time increases with the slab distribution factor. Intuitively, the computing time is
influenced by the computational complexity of the IP model, in terms of the number of stack-schemes (i.e.
the number of decision variables involved in the model). It is implied by the definition that the number
of stack-schemes in each stack increases exponentially with the number of its involved matches, which is
tightly tied to both the factors.

3) Under the same slab distribution factor, computing time increases with the number of items. That is to
say, number of items is another factor that has a direct effects on the scale of the problem.

6. Conclusions

SSS problem is hard for its nonlinear objective function which results from the calculation of shuffle number
of different items. For the complexity of SSS, some intelligent algorithms have been taken for near-optimal
solutions of SSS in previous research. For linearizing the model of SSS, a concept, stack-scheme, is proposed
in this paper, which makes it possible to consider shuffle number of each stack individually. The proposition
of stack-scheme helps to separate the original problem into a master problem and a set of sub-problems by
Danzig-Wolf decomposition. As a result, the overlap element in shuffle calculation of SSS is decoupled.
Then a branch-and-price algorithm is developed for it. The algorithm is tested on random generated instances
and practical instances separately and experiment results proved the effectiveness of the algorithm proposed.
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Abstract

In this paper we consider a dynamic pricing model for a firm knowing that a competitor adopts a static pricing
strategy. We establish a continuous time model to analyze the effect of the dynamic pricing on the
improvement of revenue in the duopoly market. Suppose that customers arrive to purchase tickets in
accordance with a geometric Brownian motion. We derive an explicit closed-form expression for optimal
pricing policy to maximize the expected revenue. It is shown that when the competitor adopts a flat rate
pricing policy, a dynamic pricing is not always effective in terms of the expected revenue compared to the
fixed pricing strategy. Moreover, we show that the size of reduction for expected revenue depends on the
competitor’s pricing strategy. Numerical results are presented to illustrate the dynamic pricing policy.

Keywords: revenue management; dynamic pricing; competition

1. Introduction

We consider a firm facing the problem of selling inventory by a fixed date, with no ability to reorder and no
salvage value for unsold goods. Recently, a number of such firms frequently revise their online prices in
response the competitors' as well as to the market conditions and short-term business opportunities. Examples
of such a firm are low cost carriers (e.g., Easyjet, Ryanair), high-speed railways in Europe (e.g., TGV,
Eurostar), sports teams (e.g., San Francisco Giants of the MLB) and ticket sales company (e.g., Ticketmaster).
On the other hand, many firms continue to adopt a static pricing policy in which the multiple prices are
determined in advance for different classes, and prices are fixed throughout a sales period. One reason for
them to keep the fixed pricing strategy is that the static pricing provides a clear prices to customers and allows
to implement the conventional price to protect their yield levels.

Literature related to the problem includes comparative study of the revenues between static and dynamic
pricing policies for a monopoly firm (Gallego and van Ryzin 1994, 1997; Koenig and Meissner 2010).
Gallego and van Ryzin (1994, 1997) show that if demand as a variable of price is known and there is no
constraint on price setting, there exist no great benefits by using the dynamic pricing strategy. Koenig and
Meissner (2010) investigate the difference between a list-price capacity control policy and a dynamic pricing
policy which considers the cost of price changes. They numerically demonstrate that the list pricing can be a
useful strategy when dynamic pricing is costly.

However, because of its flexible nature, dynamic pricing is apparently more effective compared with the static
pricing in the price competitive market like online sales. From this point of view, this paper compares the
dynamic pricing with the static one to demonstrate how dynamic pricing is effective in competitive market.

There are several papers that discuss dynamic pricing with competition as a game model (Levin et al. 2009,
Lin and Sibdari 2008). One common assumption of these studies is that each firm has access to information on
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its competitors' remaining capacity. This assumption is unrealistic in the most market.

Even if a firm displays seat availability at the time of booking, it may or may not be accurate if the customer
needs to pay additional fees to choose a particular seat. A few papers study a dynamic pricing model under
competition without this assumption. Currie et al. (2008) consider a dynamic pricing model which takes into
account the competitor's reaction, and show the uniqueness of an optimal pricing policy. In this model, there
are two firms in the market and the demand function is influenced by the competitor's price and the time
remaining before the end of the sales period.

In our model, the demand function depends not only on the competitor's price, but also on the customer
perception for the product offered by each firm. Marcus and Anderson (2008) consider the price competition
between full-service carrier and low-cost carrier. On the assumption that the competitor does not respond to
the price change, they derive a closed-form optimal pricing policy for low-cost carrier in the case of the
deterministic demand. We do not take competitive reaction into consideration and derive an optimal policy in
the stochastic demand setting. Xu and Hopp (2006) analyze a dynamic pricing model where the customer
arrival rate follow a geometric Brownian motion, and shows a closed-form optimal pricing policy for the
monopoly and oligopoly cases. In an oligopoly case, they establish the weak perfect Bayesian equilibrium for
the price and inventory replenishment game. Furthermore, they show that the pricing equilibrium is
cooperative even in a non-cooperative environment, and that the dynamic pricing is beneficial when there are
a few competitors in the market.

We add to the monopoly model of Xu and Hopp (2006) an additional assumption that the customer demand is
affected by the competitor's pricing strategy. In this case, an optimal policy can be obtained as a closed-form
when the competitor's pricing strategy follows either flat rate, linear increasing or exponential increasing.
Moreover, we investigate the effect of the dynamic pricing on the improvement of revenue when the
competitor adopts static pricing.

The paper is organized as follows: In Section 2, we formulate a continuous-time dynamic pricing model for a
firm, which competes with a firm using static pricing policy. Section 3 discusses three types of competitor's
static pricing strategy, namely, constant, linear and exponential to derive a closed-from optimal pricing policy
and an optimal ordering quantity. In Section 4, we show some analytical properties for the optimal policy
obtained in previous section. Section 5 demonstrates the behavior of the optimal price throughout the sales
period with numerical evidence. Finally, the last section concludes the paper with further comments.

2. The Model

There are two firms in the same market, and each firm sells the identical product, respectively. Index i =1
represents own firm and i = 2 represents the competitor. Firm 1 orders some products y, with ordering cost
¢, at the beginning of the selling season t = 0. Let denote T the time of the end of season. At t € [0, T], firm
1 adjusts sales price based on the real-time inventory level of firm 1, y,, the number of the customer in the
market, x;, and competitor's price. We denote p;(t) is the sales price of firm i, i = 1, 2, at time ¢.

We assume that the number of arrivals at time ¢, X;, follows a geometric Brownian motion:

dXt = ,LttXt + O-tXtth ) XO =X (1)

where p, is the growth rate, dW, is the increment of a Wiener process, and a; is the volatility.

Arrival customers choose either to purchase product or not. The utility of the arrival customers taking product
i at price p;(t) is defined by U;(t) = a;(t) + €;(t) — p;(t), where a;(t) is customer perception and €;(t) is
the random variable with mean 0. We define Z;(t) = «a;(t) + €;(t) be the customer's preference for product i,

and it is random variable with the probability distribution F;(-). Suppose that arrival customers select a
product with large utility, and if their preference is higher than the sales price, then they purchase the product.
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Thus, the probability that the customer who arrives at time t purchase product i is given by the joint
probability:

q;(t,p) = P(U;(t) = max;;,U;, Us(t) = 0), (2)

where p = (p; p2).

Lemma 2.1. Suppose that Z;(t) has an exponential distribution with mean a;. Then, the probability g;(t, p)
can be expressed as follows:

_pi® a; _Pi®

We call the mean a; the expected preference. We assume that the choice of customer is made at an aggregate
level, rather than at the individual customer level. Thus, the demand for product of firm 1 at time ¢t is given by

Dy(t,p,x) = q1.(t, p)X (D). (4)

Define the information state at time t, (y¢, p, x;). Letting v(t, y, p, x) denote the expected profit of firm 1 in
the information state (y;, p, x;). Then the expected profit is given by

tipty
v(t;:VI p;x) = E |:—[ (pl(u) - Cl)Dl(u;p; X)du Xt = x]r (5)
t

where

(6)

t
bipty = Sup{ t €[sT] f Di(u,p,x)du < Ys}
S

presents the time when firm 1 runs out of inventory. If t > £, . ,,, we set p; (t) = co. Therefore, our objective
is to find an optimal price so as to maximize the expected profit function for firm 1:

V(t,y,p2,%) = sup, v(t,y, P, %). ()

3. Specification of the Competitor's Pricing Strategy and Derivation of an Optimal Policy

In this section, we determine the function of the competitor's pricing strategy p,(t) and derive an optimal
ordering level and optimal pricing policy. The customer compares the price of firm 1 with a lowest available

price offered by the competitor on the website. We consider the competitor's price functions for a constant,
linear or exponential as follows;

p2(t) = p,, (Constant price), (8)
dp,(t) = g,dt, (Linear increasing price, g, > 0), 9)
dp,(t) = g,p,(t)dt, (Exponential increasing price, g, > 0) (10)

Here, we assume that the competitor's initial price of the linear and exponential is lower than the constant
price, p,(0) < p,. The following theorem provides a closed-form expression for an optimal pricing policy for
firm 1.
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Theorem 3.1. If the information state (y;, p, x;) and the competitor's pricing strategy is a constant, linear or
exponential , then we have:

(i) The optimal price for firm 1 at time t is given by

x
pi(t,y,p2,x) = a; log <)Ttm1(t; Pz)): (11)
t
where
T uw 1.2 a2 _pz_(u)

(if) The maximum of the expected profit from ¢t to T can be obtained as the product of inventory level and
optimal profit of selling one product at time t:

V(t,y,02,%) = y:(01(t, ¥, 02, %) — c1). (13)

(iii) An optimal inventory level at time t is given by

y* =y, ml(tl pZ) exp {ft (H _ 10_2 + mZ(u; pZ) )du}
‘ 0 my(0,p2) 0 o2 (a; + az)my (u, p2) ' (14)
where

T w12, 1 , 15
N ®

t

Moreover, the inventory level vanishes at time T, that is, y; = 0.

Proposition 3.1. The expected profit of firm 1 is reduced by the existence of the competitor, and the amount of
the reduction is given by

U —leZgi—L
a, foT lo t=30t =P (W) o o 5)

V(0,y,p2,X) —V(0,y,0,X) = ayylog| 1 — -
(0,y,2,X) =V(0,y,,X) = ayylog ot fgefom_%glzdldu.

where V (0, y, 0, X) represents the expected profit for firm 1 when there is no competitor in the market.

Theorem 3.2. At time t = 0, an optimal ordering quantity y, = argmaxyE[V(O, ¥, P2, X)] is given by

_1-4
vo = my (0, Pz)eE[log(XO)] ! ag, (17)

Moreover, the maximum profit taking into account of ordering can be expressed in terms of the product of the
expected preference and optimal order quantity:

q)* = E[V(O'y*' pZ'X)] = aly(;- (18)

Proposition 3.2. The optimal ordering quantity for firm 1 when the competitor exists is lower then the one
when there is no competitor exist in the market.
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4. Properties for Optimal Policy

In this section, we provide some analytical properties for the optimal pricing policy and expected values. We
assume that the drift and volatility of the arrival process X; are constant, u; = u and o; = . Thus, the
solution to the equation (1) is given by

1
X¢ = Xpexp {(u - 502) t+ O'Wt}. (19)

Suppose that the notations {C}, {L}, {E} represent a competitor's constant, linear and exponential pricing
policy, respectively.

Proposition 4.1. The monotone properties for p7, y*, V and @™ are given in Table 1.

Table 1: Effect of Parameters on Optimal Values (T : Increasing, ! : Decreasing.)

u o T ¢ a a, p2(0) P2 91 9>
vV, 0", y; T l i) l T l i) i) T T
p* T l i) - T l i) i) T T

In order to compare the effect of the competitor's pricing strategy on the expected profit for firm 1, we define
the following notations:

® VM =V(0,y,0,X) : Firm 1 is monopoly in the market.
® V¢ =V(0,y,p, X) : Competitor's pricing policy is constant.
® VL=v(0,y,p, X): Competitor's pricing policy is linear increasing.

Proposition 4.2. The relationship between the expected profits of firm 1 for each case can be obtained as
VE<VC <M, (20)
Moreover, the relationship between the optimal ordering quantities are given by

YL <Y < Yu- (21)

Next, we analyze the comparison between the dynamic pricing and static pricing policies for firm 1.
When firm 1 and firm 2 sell at a flat rate p; and p,, respectively, the expected profit for firm 1 with an initial
inventory level y is given by

r (22)

V(Y'ﬁ) = (ﬁl - Cl)E [mm {y'—f Dl(ul ﬁi x)du}]:
0

where p = (p1 P2).

Lemma 4.1. There exists a unique p; such that p; = argmaxﬁlV(y, p). In addition, the maximal expected
profit is given by

- - pr — )%y _ 23
V0, 5) = maxy, 7y, 5) = 2= DY gy, @)
P1—C—

where N(+) is the distribution function of random variable M; = fOT X.dt, N(-) =1— N(-) and

153



-1

. p1 a, _P2
I = yeu (1- —f =) (24)

Theorem 4.1. When the competitor adopts constant pricing policy, the constant pricing policy is favorable
against a dynamic pricing policy, V¢ < V(y, p,), if and only if

T
p1(0,¥,p2, %) = ¢1 < (P1 — )P (f Dy (u, p1, P2, x) du = y)- (25)
0

Theorem 4.1 implies that the firm1 should be selected a constant pricing policy when the profit of selling one
product with dynamic pricing policy at time 0 is less than the expected gain from using a constant pricing
policy.

5. Numerical Examples

In this section, we show the optimal price and inventory paths for a sample arrival path when the competitor's
price policy is exponential. We set a; = 75,a, =80,y = 100, X, = 1, u = 0.002, ¢ = 0.015, g, = 0.004,
p»(0) =50and T = 300. Figure 1 shows the optimal price for firml throughout the selling period, and the
corresponding inventory level is shown in Figure2. We can see that the optimal price of firm 1 is lower than
the competitor's static price except for the last time of the selling season. It is due to the expected preference
of a product produced by the competitor is larger than the one of firm 1, a; < a,. From Figure 2, the
inventory level hits 0 at the end of selling season. It is consistent with Theorem 3.1 (iii).

Figure 1: Optimal Price and the Competitor’s Price during the Selling Season
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Figure 2: Inventory Level during the Selling Season
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6. Conclusions

In this paper, we consider a continuous time dynamic pricing problem while a competitor adopts a static
pricing policy. A closed-form optimal pricing policy is derived and the sensitive analysis of the optimal policy
is investigated. By comparing the competitive case with the monopoly case, we show how the dynamic
pricing affects on the firm's revenue. Moreover, we show a condition in which the dynamic pricing is more
effective than the constant pricing policy when the competitor adopts the constant pricing policy.

As the future research, we wish to investigate what condition is needed for dynamic pricing to be favorable for
a linear pricing policy. The other path for further research is to analyze the effect of a dynamic pricing when
the competitor applies a linear pricing policy. In addition, it is of interest to extend it to the case that the
competitor's price follows a stochastic process. This extension allows us to deem the competitor's price to be
the lowest offered by multiple firms in a natural way. Finally, we also wish to explicitly incorporate the
strategic customer behavior that customers wait their purchase in anticipation of future discount.

References

Currie, C.S.M., Chang, R.C.H. and Smith, H.K. (2008), Dynamic pricing of airline tickets with competition,
Journal of the Operational Research Society, 59: 1026-1037.

Feng, Y. and Gallego, G. (1995), Optimal starting times for end-of-season sales and optimal stopping times
for promotional fares, Management Science, 41: 1371-1391.

Fleming, W.H. and Soner, H.M. (1993), Controlled markov processes and viscosity solutions, Springer-
Verlag. New York.

Gallego, G. and van Ryzin, G. (1994), Optimal dynamic pricing of inventories with stochastic demand over
finite horizons, Management Science, 40: 999-1020.

Gallego, G. and van Ryzin, G. (1997), A multiproduct dynamic pricing problem and its applications to
network yield management, Operations Research, 45 (1): 24-41.

Levin, Y., McGill, J. and Nediak, M. (2009), Dynamic pricing in the presence of strategic consumers and
oligopolistic competition, Management Science, 55: 32-46.

Lin, K. and Sibdari, S. (2009), Dynamic price competition with discrete customer choices, European Journal
of Operational Research, 197: 969-980.

Marcus, B. and Anderson, C.K. (2008), Revenue management for low-cost providers, European Journal of
Operational Research, 188: 258-272.

Milevsky, M.A. and Posner, S.E. (1998), Asian options, the sum of lognormals, and the reciprocal gamma
distribution, Journal of financial and quantitative analysis, 33(3): 409-421.

Sato, K. and Sawaki, S. (2011), Dynamic pricing of high speed rail with transport competition, Journal of
Revenue ¥& Pricing Management, to appear.

Xu,X. and Hopp, W.J. (2004), Dynamic pricing and inventory control with demand substitution: the value of
pricing flexibility, Working paper, Northwestern University, Evanston IL.

Xu, X. and Hopp, W.J. (2006), A monopolistic and oligopolistic stochastic flow revenue management model,
Operations Research, 54, 1098-1109.

155



The Simultaneous Reshuffle and Yard Crane Scheduling Problem in Container
Terminals

Jiao Zhao, Lixin Tang"

The Logistics Institute, Northeastern University, Shenyang, 110819, China.
Email: Lixintang@mail.neu.edu.cn, jzhao@tli.neu.edu.cn

* corresponding author

Abstract

This paper studies the simultaneous reshuffle and yard crane scheduling problem in the yard of container
terminals, which is one of the key logistics problems affecting the operation efficiency in container terminals.
Although the reshuffle scheduling problem has received many research attention due to its importance, the
problem without considering yard crane is not very practical, which is because the shuffle process needs yard
crane to carry out, and the improper yard crane scheduling will weaken the optimized shuffle planning,
therefore the reshuffle and yard crane scheduling should be considered simultaneously. The problem in this
paper is to choose appropriate objective locations for the reshuffled containers and obtain the picking up
sequence for all the containers on the yard crane, with the objective to reduce the sum of the total completion
time for all the containers and the reshuffling time for all the reshuffled containers. A mixed integer model is
proposed for the problem. A Particle Swarm Optimization (PSO) algorithm is employed to obtain near
optimal solutions of the problem. The experiment results show that the solutions of the simultaneous
scheduling problem are better than the results obtained by solving the reshuffle scheduling problem and the
yard crane scheduling problem, respectively.

Keywords: yard crane, reshuffle, PSO, simultaneous scheduling problem

1. Introduction

Container trade worldwide increases steadily in recent years, and the container yard have to stack more and
more containers. To cope with the growth of container trade, it is important to utilize the limited equipments
and resources, for example, yard cranes and yard space. Because the limit of the yard storage space and the
difference between the arrival sequence and retrieve sequence of containers, the reshuffle often happened.
When ships with unloaded containers arrive at container terminals, the containers have to be unloaded from
the ships by quay cranes, and transported to yard and waiting for external truck to take away. If the container
to be retrieved earlier is under some containers that will be retrieved latter, these upper containers have to be
moved to other positions, and then the container can be retrieved, it is said that reshuffle happened. The
reshuffle operation is unproductive moves and should be avoided.

Figure 1 is an example of a container block with a yard crane. A tier is consisted by the containers with the
same height, and a column is consisted by the containers with the same width. A container position means a
slot. A bay only can be served by one yard crane in the same time because of the width limit of the bay.

The reshuffle scheduling problem and the yard crane scheduling problem are often researched separately in
the pervious literatures, it is not very practical because the reshuffle operation are carried out by yard cranes.
In the simple yard crane scheduling problem, reshuffles between containers may often happen, it is because
that the retrieve sequence is decided without considering the feasibility in practice (Ng and Mak, 2005). For
example, the real storing location of retrieved container is under some other containers which is retrieved
latter than this container. Therefore, the study on the simultaneous reshuffle and yard crane scheduling
problem is helpful to improve the productivity of container terminals.
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In this paper, we model the reshuffle and yard crane scheduling problem in container terminals to minimize
the sum of the total completion time for all the containers and the reshuffling time which helps to improve the
efficiency for container terminals. The solution of the reshuffle and yard crane scheduling problem will
decide the sequence for all the containers to be retrieved and the completion time for each container, as well
as the position that each blocking container to be moved to. A PSO algorithm is developed to solve the
problem.

Figure 1: An Example of a Container Block with a Yard Crane
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This paper is organized as follows. Section 2 gives a brief review of previous literatures related to reshuffle
scheduling problem and yard crane scheduling problem in container terminals. The problem description is
given in Section3, and the model of the simultaneous reshuffle and yard crane scheduling problem is
presented in this section. Section 4 describes the PSO algorithm for the simultaneous scheduling problem.
Section 5 reports the experiments results of the simultaneous scheduling problem, as well as the results of the
reshuffle scheduling problem and the yard crane scheduling problem solved separately. Finally, Section 7
gives the conclusions.

2. Literature Review

Due to the significance of reshuffle in container terminals, it has received much research attention. Kim (1997)
estimates the expected number of reshuffles when picking up a random container and the total number of
reshuffles to retrieve all the containers in a bay with given configuration, and he proposed a methodology to
obtain the results. The weights of containers are considered by Kim et al. (2000) to decide the storage
location for each arrival export container. In their research, containers are divided into three kinds, heavy,
medium and light, and the heavier containers should be loaded onto ships earlier. A dynamic programming
model with the objective to minimize the expected number of reshuffles for loading operation is presented in
their paper. Wan et al. (2009) studies the assignment of storage locations to containers in a stack with the
objective to minimize the total number of reshuffle.

There are many algorithms to solve the reshuffle scheduling problem, for example, Kim and Hong (2006)
propose a branch and bound algorithm and a heuristic algorithm ENAR to minimize the number of reshuffles
and determine the storage positions for reshuffled containers. Kang et al. (2006) present a method based on a
simulated annealing search to obtain a good stacking strategy for containers with uncertain weight information,
and experiments results show that the method is more effectively to reduce the number of reshuffles compared
to the traditional same-weight-group-stacking strategy. The reshuffling index heuristic is proposed by Murty
et al. (2005) to determine a storage position with the objective to minimize the possible caused number of
reshuffle. The scheduling problem of equipment in yard have been researched by Kim and Kim (2003), Laik
and Hadjiconstantnou (2008), and Li et al..

There are several literatures that both considered the scheduling sequence and reshuffle scheduling. Meisel
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and Wichmann researched the container sequencing problem for quay cranes with internal reshuffles for
unloading containers in the arriving ship (2010). The simultaneous stowage and load planning for a container
ship with container rehandle in yard stacks is researched by Imai et al. (2006), but they considered the
stowage and load planning, the crane scheduling has not been researched.

Yard crane is one of the most important equipment to handle containers to storage in the yard or transfer the
containers onto trucks to be transported. Ng and Mak (2005) studies the scheduling problem with a single
yard crane, and there are some certain containers with different ready times have to be processed. The
handling sequence of all the containers processed are needed to determined to minimize the total waiting time
of the external trucks.

3. Problem Description and Formulation
3.1. Problem Description

In this problem, the configuration of the stack is known in advance, it means that the indexes of column and
tier for each container is obtained. The elements to be determined are the retrieval sequence for all the
containers in a certain stack and the objective locations for reshuffled containers, with the objective to
minimize the sum of the total completion time for all the containers and the reshuffling time for all the
blocking containers. An example of a container stack with a yard crane is shown in Figure 2.

In previous researches, the reshuffle scheduling problem and the yard crane scheduling problem are often
studied separately. In the yard crane scheduling problem, the situation of reshuffle is usually ignored (Ng and
Mak, 2005) or transformed into certain time and did not decide the retrieval sequence for containers, and in
the reshuffle scheduling problem, the retrieval sequence for containers are considered as known (Wan et al.,
2009). In this paper, we study the two problems simultaneously and decided the retrieval sequence for all the
containers and the objective locations for the reshuffled containers, which not only make the total completion
time for all the containers earliest, but also minimize the reshuffling time for all the blocking containers.

Figure 2: An Example of a Container Stack with a Yard Crane
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3.2.  The model for the simultaneous reshuffle and yard crane scheduling problem

The reshuffle scheduling problem in container terminals was studied by Wan et al. (2009), in which the
retrieve sequence was assumed as given information; and the yard crane scheduling problem has been
researched by Ng and Mak (2005), and the reshuffle has not been considered in their paper. Considering on
the relationship between the above two problem and the models of the above two literatures, we formulate the
model of the simultaneous scheduling problem, and the following symbols are used for defining the
parameters and variables.
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Param

Decisi

ti—
Si—

eters:

The number of containers will be retrieved;

The number of columns in a stack;

The number of tiers in a stack;

The index of container;

The traveling time for yard crane from container i to container j;
The handling time of container i;

The ready time of external truck for container i;

on variables:

The completion time of container i;
The retrieving sequence of container i, s;=1,...,N;

{1 if container i is handled before container j
i =

0 otherwise

{1 if container j isat positon p of column ¢ when retriving container s,
S 0ep

1 if the column index of container j is no less than that of container s,
u .= .
110 otherwise
1 if the column index of container j is no greater than that of container s,
V .= .
110 otherwise
1 if containers j and s; are in the same column
z. = i
110 otherwise
1 if container j is shuffled in the retrieval of container s,
Y5070 otherwise
if containers j and k are shuffled when retrieving container s,
W, = and container k is at a higher position than container j before reshuffling
0 otherwise
Based on the definition of the parameters and variables, we give the model as follows:
. N N-1 N
Min Zti +Z Z ay;
i=1 s=1i=s+1
s.t.
L+h <t i=12-,N
tj—tizdij+hj—(l—xij)M i,j=12-N and i#]j
X+ X =1 i,j=12-+N and i#]j
X; €{0.1 i,j=12--N and i#]j
N
Z X;=N-s, i,j=12--,N and i#]j
j=1, j#i
C P cC P . )
CU 2 DX on= D2 D oyt 1<s < j<N,1<i<N
" ¢=1 p=1 e ¢=1 p=1 e
c P cC P i A
CU =C<Y DX jep =22 K g e 1<s < j<N,1<i<N
" ¢=1 p=1 v ¢=1 p=1 o
c P C P . )
O - T 3N s 1<s < j<N,1I<i<N

0 otherwise
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ii Hcp—iicxwp 1<s <j<N,1<i<N (10)
c=1 p=l B e
7, ;=U, ;+V, -1 1<s, < j<N,1<i<N (11)
c P c P
Vo 22 =1 N 0X o= D0 X o)/ P 1<s < j<N,1<i<N (12)
=1 p=1 =1 p-1
Yo <2 1<s<j<N,1<i<N (13)
c P
QDX gep— Zszwp )IP<1-y, | 1<s < j<N,1<i<N (14)
=1 p=1 =1 p=1
c P
DD X e =1 1<s < j<N,1<i<N (15)
c=1 p=1 e
ixs‘j‘c‘pgl 1<s <N,1<¢<C,1<p<P (16)
=
ix%mﬁixs Lopa 1<§ <N,1<c<C,2<p<P (17)
j=s j=s
Zplxmjcp,z Vi~ szscp 1<s <j<N,1<c<C (18)
p=1 p=1
C P CcC P X .
2=y Yok W 1 2O e = 2D K ) [P 1<s <j<N,1<s <k <N, jzk (19)
c=1 p-1 ¢=1 p=1
cC P cC P
ys_j+ys,,k+ws,,j,kS3+(ZZpxs‘,kcp_zzxs_J‘c‘p)/P 1<s < j<N,1<s <k <N, jzk (20)
=1 p=1 ¢c=1 p=1
Wi <Y 1<s < j<N,1<s <k <N, j#k (21)
W SV 1<s < j<N,1<s <k <N, j=k (22)
P . -
ZPXM,C,) prMka_ -P@-w, ;,)-PA-y, ,)-PQ-y,,)-PA- ZXMM ) 1<s <jk<N, jzk1<c<C (23)
T 1<s < j<N,1<c<C,1<p<P (24)
T 1<s <j<N,1<c<C,1<p<P (25)
Xiep = Xijen 1<j<N,1<c<C,1<p<P (26)
X, jop = Xij0p 2<s <minjl},s <j<N1<c<C1<p<pP (27)
Ug oV o We o Vs o and 2, €01} 1<s < j,k<N, j#k1<c<C,1<p<P (28)
X, jep €101 1<s <j<N,1<c<C,1<p<P (29)

Formula (1) is the objective to minimize the sum of the total completion time for all the containers and the
total time of reshuffle. Constraints (2) is the definition of variable ti, and describes the relationship between
the completion time, ready time and handling time of each container. Constraints (3), (4) and (5) define
variable Xj, and guarantee the precedence relationship between different containers. Constraints (6) give the
relationship between X;j and s;, and it defines the retrieving sequence for container i. Constraints (7) and (8)

defined the variable u, ; , if iicx&m_iicxs_sim+120, and constraints (7) make u, ; to be 1. If

c=1 p=1 c=1 p=1
iicxs,m iicxs <0, and constraints (8) make u, ; to be 0. Constraints (9) and (10) defined the variable
¢=1 p=1 c=1 p=1
Vi 0 S¥ex ., -3 Yex ., 20, and constraints (9) make v, ; to be 1. If YYex -3, <0, and
c=1 p=1 ¢=1 p=1 ¢=1 p=1 ¢=1 p=1

constraints (10) make v, ; to be 0. Constraints (11) defined the variable z, , if container s; and container ]

Sivj?
are in the same column, then z, ;=1. Constraints (12), (13) and (14) defined the variable vy, ;, if z, ;=1 and
container j is laid higher than contalner si, then constraints (12) make y, ;=1. If z, ;=0, it means that
container j and container s; are in the different column, then constraints (13) make y, ;=0. if z, ;=1 and

container j is laid lower than container s;, then constraints (14) make y, ;=0. Constraints (15) ensure that
each container can only be at one slot. Constraints (16) ensure that each slot can only be occupied by at most
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one container when retrieving any container. Constraints (17) ensure that any one container can not float in
air, there must be one or more container below it or it touch the ground. Constraints (18) ensure that one
container must be reshuffled to another column which is not the column the container is at when retrieving
container s;. Constraints (19) - (22) defined the variable w, Constraints (23) describe the height

siv J.k "
relationship of containers j and k when retrieving container s;. Constraints (24) and (25) describe the

relationship of variables x, ;. and y, ;. Constraints (26) and (27) assign known values to variable x, ;..

Constraints (27) means that the container that has not to be reshuffled, it will stay at the initial position until
being retrieved. Constraints (28) and (29) are binary constraints.

Now we take an example in the literature of Ng and Mak (2005) and give locations for each container to
illustrate the simultaneous reshuffle and yard crane scheduling problem. For example, there are six containers
have to be retrieved from the yard and transported by external trucks, and one yard crane is available in the
stack. The bay number of these containers and the arrival time of external trucks waiting for these containers
are shown in Table 1.

Table 1. The Information of Containers

Container no. '-OC""“OF‘ ri h;
(column, tier)
1 1,1 2 4
2 2,2 5 4
3 2,1 7 4
4 3,1 13 4
5 1.2 15 4
A feasible solution of the example is shown in Table 2.
Table 2. The Result of the Example
_ Sequence on The location
Container no. Reshuffle or not | after reshuffle t;
crane .
(column, tier)
1 1 no / 6
2 5 yes (4,1) 35
3 2 no / 11
4 3 no / 17
5 4 yes 4.1 24
4. PSO algorithm

PSO (Particle swarm optimization) is first proposed by Eberhart and Kennedy (1995), which is a kind of
stochastic and swarm intelligence-based optimization algorithm, and with the advantage of fast convergence
speed and the less setting parameters. PSO algorithm is effective to solve scheduling problems (Ching et al.,
2007) , and the simultaneous reshuffle and yard crane scheduling problem is a practical scheduling problem in
container terminals. The practical problem usually has to be solved quickly, and the PSO algorithm is with
the advantage of converging fast. Therefore, we adopt PSO algorithm to solve the simultaneous scheduling
problem in this paper.

The common formulations for updating velocity and position is as bellowed:

tl _ ot t t t t
Vik+ =V TGh (Xpbesl‘k =X ) 4Gy, (ngestk =X) (30)

t+1 t t
Xie = X Vi (31)
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In the formulations (30) and (31) v, and x; represent the velocity and the position of the ith particle on kth
dimension in thetth iteration, respectively. c, and c, are acceleration weights, r, and r, are generated in [0, 1]
randomly. x.. is the best position of the ith particle on kth dimension in the ith iteration, and xy,, is the

gbest,
best position of the global best particle on kth dimension in the ith iteration, from above we can see that,
PSO is concerned to the own position of the particle and the positions of the whole swarm.

4.1. Initial particles generation and solution representation
We generate the initial population randomly to assure the diversity of the particles.

The problem in this paper is to decide the retrieval sequence of all the containers and the objective locations of
the reshuffled containers in the stack. The retrieval sequence of all the containers can be done independently.
Therefore in the proposed PSO we use a particle to represent the retrieval sequence of all the containers.
Because there are N containers in total, we define a particle as an N-dimensional vector. The i"" element of the
N-dimensional vector, X;, indicates the retrieval sequence of container i.

Corresponding to each particle is an retrieval sequence of containers. We now present a method to obtain a
retrieval sequence of containers. Let R be the set of values of X; in the particle. We rank the containers in R
in non-decreasing order of their value of X;, and then obtain a set R “and the retrieval sequence of containers.

With the obtained retrieval sequence a simple heuristic is proposed to decide the objective locations for all the
reshuffled containers. The detail procedure is as follows.

Step 1: i=1. For the container i in R/ if there is any container j (j=1,2,...,N and j#i) which is in the same
column with container i and is in the upper tier than container i, go to step 2.

Step 2: If there are some empty locations, select one empty location randomly and lay container j there.
Otherwise, find one container of which the retrieval sequence is bigger than container j, randomly, and
lay the reshuffled container on this container, then the second reshuffle of container j can be avoided.

Step 3: If there is any container k (j=1,2,...,N and j#i) which is in the same column with container i and is in
the upper tier than container i, go to step 2; Otherwise, go to step 4.

Step 4: If all containers in R”are considered, stop; Otherwise, i+1 and go to step 1.

4.2.  Velocity updating strategy

The major merit of PSO algorithm is that it has very fast speed to converge, but accordingly the major fault of
PSO algorithm is that it is easy to fall into the local optimal solution. This is because particle only flies
towards the best position it has reached and the global best position of all the particles. The problem in this
paper is for scheduling and it is suitable to be solved by PSO algorithm. Nevertheless the problem itself is
hard to solve and the short of PSO, it is difficult to find the better solutions by the standard PSO algorithm.
For this reason, Shi and Eberhart (1998) proposed the idea of inertia weight, and modified the velocity update
formulation as below:

t t

1
Vi =WV +Cn (Xpbestik — X))+ Gyl (ngestk — %) (32)

t

In the formulation (32), the coefficient w' is the inertia weight, and w'= M\A",‘tax — (Wt — Wt )+Wwt,, , where

min 7
max

wt,,, and wt,;, are the biggest and the smallest value of the inertia weight. In this paper, we adopt formula
(32) to update the velocity in PSO algorithm.

Generally, PSO algorithm converge fast, but it is easy to be trapped into a local optimum. This is because
each particle flies based on its reached best position and the global best position of all the particles. We add a
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disturbance strategy to the PSO algorithm to overcome this drawback. We initialize A particles of the
particles when the best solution has not been updated after y iterations.

The detailed method is as followed: when the best solution has not been updated after some iterations, we
select several particles randomly, and initialize them again. If the new solution of the particle is better than its
current solution, accept the new position value of the particle, and update the best position of the particle;
otherwise, remain the current position of the particle.

4.3. Construction of PSO algorithm

In this paper, the PSO procedure to solve the simultaneous reshuffle and yard crane scheduling problem is as
below:

Stepl. Initialize L particles as a swarm. Set iteration number z =1.

Step2. For I=1, 2,..., L, encode a set of container R, and obtain the retrieval sequence for all the containers in
the stack. Then find the shuffled containers and reshuffling time based on the retrieval sequence.

Step3. For I1=1, 2,..., L, calculate the fitness value, which is equal to that the sum of the completion time for
all the containers and the total reshuffling time.

Step4. Update pbest which is the best position of every particle.

Step5. Update gbest which is the best position of the swarm.

Step6. Update the velocity and the position of each particle.

Step7. If z =y, select A particles, and initialize them. If the new solution of the particle is better than its

current best solution, update the best position of the particle;
Step8. If the stopping criterion is met, when = = T, stop. Otherwise, = = = +1 and return to step 2.

5. Computation Experiments

In this section, the PSO algorithm is coded by C++ language. Experiments are carried out on a personal
computer with Intel core 2 CPU running at 2.83 Ghz.

All the experiment data are generated based on Ng and Mak (2005) and Wan et al. (2009). The retrieval time
for one container ranges from 2 to 4 min, the traveling time between two container is from 0 to 10 min, the
ready time for each container generated from an exponential distribution with a mean of 120/N (N is the
container number) min randomly. The stacks are of 6 columns in all the experiments, and tier ranges from 2
to 5. The number of container in the stacks is not less than 0.2(column-1)tier+1, 0.5(column-1)tier+1 and
0.8(column-1)tier+1, respectively. The locations of each container is generated randomly, and not floating, if
any, to touch the ground or the lower containers which is at the same column. In our PSO algorithm ,we set
y =3and A = 3 based on experiments.

In order to test the performance of our proposed simultaneous scheduling problem, we first solve the yard
crane scheduling problem presented by Ng and Mak (2005) using CPLEX 11.0 software to obtain the total
completion time for all the containers, which is expressed as F1. Second, we solve the reshuffle scheduling
problem described by Wan et al. (2009) using CPLEX 11.0 software, and then get the number of reshuffle, in
order to compare with the results of our proposed simultaneous scheduling problem, we multiply the number
of reshuffle by a certain value o (=4, which is received by the practical time for one single reshuffle in
container terminal) and transfer it into values by units of time, and we use F2 to indicate the result. At last, F1
plus F2 is the sum of the total completion time for all the containers and the total reshuffling time, which is
recorded as F.

The results of the simultaneous scheduling problem in this paper is solved by PSO algorithm, and we record it

as F'. Then we compare F' with the value of F, which is obtained by solving the yard crane scheduling
problem and the reshuffle scheduling problem separately. The detail is shown in Table 3.
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Table 3: Comparison Results between the Separately Solved Problem and Simultaneous Scheduling

Problem
YCS model MRIP model PSO
N Stack size (F1and (F2 and F (F'and

cpu time) cpu time) cpu time)
c11 6-2-3 27,0.25 0,0.50 27 27,0.015
C1l2 6-2-6 90, 0.75 2,0.25 98 94, 0.031
C13 6-2-9 192, 6.26 3,0.75 204 192, 0.079
cz21 6-3-4 44,0.26 0, 0.26 44 44, 0.015
C22 6-3-8 161, 1.01 2,0.26 169 167, 0.063
C23 6-3-9 212, 10.00 3,1.75 224 220, 0.063
Cc31 6-4-5 69, 0.25 1,0.25 73 73, 0.031
C32 6-4-9 196, 8.50 2,0.25 204 200, 0.078
C33 6-4-11 282, 368.11 5,4.25 302 298, 0.11
c41 6-5-6 90, 3.25 1,0.28 94 90, 0.046
C42 6-5-9 175, 6.00 3,0.75 187 187, 0.079
C43 6-5-11 270, 351.52 3,1.50 282 280, 0.109

From the results in Table 3, we can see that the solutions of the simultaneous scheduling problem are better
than or equal to the solutions of the reshuffle scheduling problem and the yard crane scheduling problem
solved separately, and the computation time for the simultaneous scheduling problem is less than 1s for all the
problems by PSO algorithm. It shows that PSO algorithm is effective to solve the simultaneous scheduling
problem.

6. Conclusions

The efficiency of large container terminals greatly depends on the effectiveness of resource schedule.
Reshuffle is a key factor to block the efficiency of the container terminals, and the reshuffle operation is
executed by yard crane, the performance of reshuffle is influenced by the yard crane scheduling. This paper
formulates a integer-programming model about the simultaneous reshuffle and yard crane scheduling problem
in container terminals. A PSO algorithm is used to solve this simultaneous scheduling problem. Computation
experiments indicate that the simultaneous scheduling problem can obtain more better solution than the
reshuffle scheduling problem and the yard crane scheduling problem solved separately.
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Abstract

The practical situation that slabs are disorganized in slab warehouse is a bottleneck of the hot-rolling
production in the steel industry. In the slab relocation problem (SRP), N slabs are given that belong to G
different groups according to the steel grade and width of slabs. To make the disorganized layout regular,
slabs of the same group should be piled up in the least stacks. The operation that relocated slab is called a
relocation.

The relocation can shift one slab from one stack to another one. A relocation sequence of minimum length has
to be determined to make the layout of slabs regular. A concept named “cost of layout” is introduced to
measure the effect of relocation. When the cost of layout is zero the slabs are all placed regularly. For SRP, a
0-1 IP model and two tree search methods are proposed. Combining the tree search methods with man-
machine interactive methods, the hot-rolling slab relocation (HRSR) system has been developed. The
experimental results indicate that the system can adapt to the different practical situations effectively.

Keywords: hot-rolling, warehouse, slab relocation, cost of layout, tree search

1. Introduction

A slab warehouse serves as a storage buffer between continuous-casting and hot-rolling in the steel industry.
To show the importance of solving SRP, we first describe how slabs are operated in slab warehouse. Slabs
transported from warehouse to hot-rolling are called export slabs and slabs transported from continuous-
casting to the slab warehouse are called import slabs. A slab warehouse should enable an efficient slab flow
between continuous-casting and hot-rolling, but the disorganized layout of slabs makes the import and export
operations difficulty.

To make the logistics smooth, the slabs need be relocated. The SRP, a combinatorial optimization problem
that can be formulated as follows: we are given S stacks and each stack has H slots. An arbitrary distribution
of N slabs of G groups to S stacks is called an initial layout.

The slabs are usually divided into groups in accordance with the steel grade and width of slabs. All slabs with
the same attributes belong to one slab group. If the slabs of a stack are all the same group, we say that the
stack satisfies the “unification” demand. But the slab group may be still not regular, for example the group has
33 slabs in 5 stacks and a stack contains 15 slabs at most. For saving two stacks to store other slabs, we should
put the slabs of this group in three stacks. We call the demand of slabs “concentration”. If the slabs of one
group satisfy the demands of unification and concentration, we call these slabs “regular”. To show the
regularity of slab warehouse, a concept named “cost of layout” and a measuring procedure is given in Section
4.1.
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Figure 1: Layout of Slab Warehouse
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The warehouse is divided into several blocks by the conveyors, and each block consists of several rows or
bays, see Figure. 1. Each block has the same number of stacks. Each stack has the same number of slots. The
crane can only transport one slab at a time and access the topmost slab in a stack.

The regular layout has three advantages for practical production: 1) It makes the import operation easier. The
import operation transports the import slab to the suitable stack which only contains slabs of the same group
with the import slab. 2) It reduces the cost of export operation. The export operation transports the suitable
slab whose group is demanded and which has the least slabs above itself. A slab lower down in the stack is to
be taken out of warehouse, all the slabs above it have first to be transferred to other stacks. If the stack only
contains the slabs of the same group, we can just use the top slab without relocation. 3) It can ensure the safety
of the import and export operations. The stack which contains slabs of different widths is easier to collapsing
during some operations.

The following two assumptions are valid: 1) The time of moving a slab does not depend on the distance
between the stacks. Because this time is negligible compared to the time that takes to pick up or deposit the
slab. 2) Only moves within a block are permitted. This assumption is often justified because the moves over
the borders of a block via a crane is very time-consuming.

Even though the disorganized layout of steel slab warehouse always exists, there is no publication that
addresses the SRP and fewer publications that deal with the stacking problems in the slab warehouse. See
Tang et al. (2002) for a slab shuffle problem in a steel slab warehouse. The relocation problem in container
terminals has been attempted earlier and had more results. Watanabe (1991) suggested an accessibility index
method to estimate the number of relocations in container terminals. Kim (1997) also proposed a formula to
estimate the number of relocations for import containers and showed that his method is better than Watanabe's
(1991) method in the accuracy. To minimize the number of relocations, Kim et al. (2000) suggested a model
and a dynamic programming technique for locating export containers. They assumed that the containers are
classified into three groups, according to their weight. Thus, when containers arrive at the yard, placing
heavier containers onto higher tiers will reduce the expected number of relocations. Although Kim et al.
suggested decision trees for locating export containers, the case in their study was a special one which had
three groups of blocks. The concept of group is similar to the group of slabs. And we refer to the idea of
decision trees and propose the tree search methods for SRP.

The container pre-marshalling problem (CPMP) is fairly similar to SRP. They are all using minimum
relocations to reach different goals. The goal of CPMP is to premarshal the containers according to the pickup
sequence, resulting in a layout that would allow the containers to be removed without any further relocation.
Algorithms for the CPMP were developed by Bortfeldt (2004), Lee and Hsu (2007), Lee and Chao (2009),
Caserta and Vol? (2009) and recently by Bortfeldt and Forster (2012). Compared with CPMP, SRP is to make
the disorganized layout of slab warehouse regular.

2. Model for SRP
We present a mathematical model for the SRP based on the problem description provided in the introduction.

A layout may be represented by a matrix L with H rows and S columns. The matrix L assigns a group index g
(1 <g<Q) to each slot, given by a pair (i, j) (layer:i=1,... ,H, stack: j=1,...,S). We assume that the initial
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layout contains N slabs, labeled 1,...,N. Furthermore, we define the time horizon by introducing time periods t
=1,..,T, where each time period t is defined by a single move. T is a constant got by a greedy heuristic
(cf.Section 3.1). The hy indicates the height of stack i in time period t and g, indicates the group number of the
slab n. Ry is the number of regular stacks which only contain slabs of group g and satisfy the demand of
concentration. M is a big enough constant. The proposed model requires four variables. The first one aims at
defining feasible configurations, the second is used to define feasible moves. We figure out how many stacks
are disorganized in time t period by the third variable. The fourth variable ensures that the regular stacks
satisfy the demand of concentration. More formally, let us define

|1 ifslab nisinslot (i,j) in time period t,
" 10, otherwise;

_ |1 ifslab nis relocated from slot (i,j) to slot (k,I) in time period t and i = k,
W10, otherwise;

|1 ifstack i is disorganized in time period t,
%i=10, otherwise:

|1 if stack i is the stack which only contains the slabs of group g in time period t,
%0, otherwise;

3
Let A1, A2, A3€[0,1] be three preset constants such that ;ﬁFl. Using the notations and variables described

above, the 0—1 IP model for the SRP can be formulated as follows.

T S H S H N T S T G| S
Minds D > > % 2D ZywntAz 2D Yatds D > 1> Wiy —Ro (1
t=1 i=1 j=1 k=1 I=1 n=1 t=1 i=1 t=1 g=11]i=1
s.t.
s H
D %=1 t=12,..,T;n=L..,N (2)
i=1 j=1
ixﬁjﬂsl, t=12,.,T;i=12.,S; j=1,...,H )
n=1
N N
D Xguan = 2 X <0, 1=12,..,T;i=1,...,S;j=L...,H-1 (4)
= n=1

IO Zjyan <L t=12,..,T (5)

i=1 j=1 k=1 I=1
b~ S H S H S H
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H H s H |
qu-lun = zxtun ZZZ Ztijkln’ t:1,2,...,T;n :l,..., N;I :1,...,8 (7)
= j=1 k=1 I1=1
H S H -
th+1un—zxtun +Zzzztukln’ t=12,..,T;n=1,...,N;i=1...,S (8)
j=1 k=1 1=1
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The objective function Eq. 1 includes three kinds of penalties: the first is the penalty of the number of
relocations, the second is the penalty for disorganized stacks after every move and the third is the penalty for
dispersiveness of slabs of the same group after every move. Eq. 2 ensures that each slab must be within one
slot in each time period. Eq. 3 ensures that each slot (i, j) must be occupied by at most one slab in each time
period. Eq. 4 ensures that no gaps are allowed within each stack, i.e., if a slab in slot (i, j) is moved, then the
slot above the slab must be empty. Moreover, no slab can be moved to a position above an empty slot. Eq. 5
ensures that at most one move is allowed in each time period. If slab n is relocated in time period t, Eq. 6
ensures that the slab in time period t+1 is not in the former slot. If not, constraints Egs. 7-8 ensure that slab n
is still in the former slot in time period t+1. Egs. 9-11 define the variable zgjn. Eqs. 12-13 define the variable
Yi. EQs. 14-15 define the variable wye. Eq. 16 initializes the message of slots in the warehouse. Finally, the
integrality conditions on the decision variables are specified by Eqgs. 17-20. By using ILOG OPL 5.5, we are
able to solve small instances of the SRP to optimality. However, due to the exponential growth in computation
time, this approach seems to be not applicable to most real-world scenarios. So we propose the tree search

methods to solve the practical problem faster and more efficiently.
3. Classification of stacks and relocations

3.1. Classification of stacks
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(1) The final stack of group g: The stack which will only contain slabs of group g after all relocations is the
final stack of group g. According to the demands of the unification and concentration we first decide the
number of final stacks of group g in the following way: R is the number of regular stacks which only contain
slabs of group g and satisfy the demand of concentration. Fq is the number of final stack of group g after all
relocations. Ng is the number of slabs of group g. If Ng%H=0 F;=Ny/H; else F;=Ny/H+1. The final stacks are
classified as follow: 1) The final receiver stack of group g: The stack which will be the receiver stack of slabs
of group g is not full. The cost of slab in this stack is 1. 2) The unrelated stack of group g: The stack which
only contains slabs of group g is full. The cost of slab in this stack is 0. 3)The prepared stack of group g:
When stacks of group g are regular, the stack of group g which is not full is prepared to be the temporary stack
of group g. The cost of slab is 0.

(2) The temporary stack of group g with slabs of group h : The stack is used to store the slabs of group h for
the time being. When slabs of group h have the final receiver stack of group h, the temporary stack will be the
final receiver stack or prepared stack of group g. If the slab of group h has the final receiver stack, the cost of
slab of group h is 10. If not, the cost is 15. If the stack is prepared stack before storing slabs of group h, the
cost of slab of group g is 0. If not, the cost of slab of group g is 1.

(3) The surplus stack of group g :If Rg>F,, after deciding Fgfinal stacks the left R,—F4 stacks are the surplus
stacks. The slabs of this stack are the surplus slabs of group g. The cost of slab of group g is 1.

(4) The disorganized stack of group g : Except the above defined stacks the stack which is not empty is the
disorganized stack. After the least removes, the stack will only contain the slabs of group g. The slabs which
will be removed are the waiting slabs. The left slabs are the undecided slabs. The cost of undecided slab is 5.
The waiting slab of group h with high level is the slab which has a final receiver stack of group h. Number i is
equal to the number of slabs of this stack minus the layer of the slab. 30 minus i is the cost of slab. The
waiting slab of group h with low level is the slab which has no final receiver stacks of group h. The cost of
slab is equal to 15 minus i.

According to the cost of slabs, we propose an easy method to measure the regularity of a stack or a layout:
The cost of one stack which is represented to the regularity of stack is sum of cost of slabs in the stack. The
cost of layout is sum of cost of slabs in the layout. The method can measure the effectiveness of relocation by
comparing cost of layout before and after relocation .

3.2. Classification of relocations

First, A relocation can be written as pair (d,r) of different stacks. The first stack d is called the donator stack,
the second stack r is said to be the receiver stack. Then we define a serie of relocations which are successive
to move slabs of the same group. The number of relocations of group g referred as N. So the classifications of
the relocations are shown in Table 1. For example, 3S'F%, means that there are three relocations of slabs of
group 4 from the surplus stack 1 to the final receiver stack 3.

Table 1: Classification of the Relocations (d,r=1.....s ,d#r, g=1....,G).

Donator stack Receiver stack | Abbreviation | A serie of the relocations of group g
Surplus stack Final receiver SF NSF,
stack
Final receiver e NTOE"
stack 9
Temporary stack Empty stack TE NTE,
Prepared