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The International Forum on Shipping, Ports and Airports (IFSPA) is an annual international
conference jointly organised by the C.Y.Tung International Centre for Maritime Studies and the
Department of Logistics and Maritime Studies of The Hong Kong Polytechnic University. It aims to
invite international academics and practitioners to discuss and exchange views on issues related to
global maritime and aviation economics, policy and management. The conference also serves as a

good platform for networking and promoting academic-industry collaboration.

The roots of IFSPA can be dated back to 2006 when it was started as a workshop with the objective to
promote high-quality research papers. Since then it has experienced significant successes and has

attracted more than 700 participants from different countries and regions of the world.



Preface

The Seventh International Forum on Shipping, Ports and Airports (IFSPA) 2014 was successfully held from 19
to 21 May 2014, in Hong Kong. The proceedings contained a collection of 70 papers presented during the
Conference. The topics covered include shipping economics, port strategy, airport management, logistics
development, environmental issues in logistics, port efficiency and competition, and maritime safety and
security.

The theme of IFSPA 2014 was “Sustainable Development in Shipping and Transport Logistics”. It aimed at
providing an interactive platform for international academics to discuss important issues related to
shipping, ports, and airports. It also advocated the adoption of interdisciplinary business approach for
maximisation of competitive advantage, economic benefits and sustainable developments of transport,
logistics, shipping and trading industries worldwide. This year the Forum comprised 5 Keynote Sessions, 4
Special Sessions and 18 Parallel Sessions. During the event, world-famous scholars and industry leaders
shared with participants their insights on issues relevant to maritime and trade economics, policy and
management. More than 120 delegates came from different parts of the world including Australia, Belgium,
Canada, Germany, Egypt, Japan, Korea, Taiwan, India, the Netherlands, Norway, Italy, Thailand, the U.K.,
and the U.S.

Led by the C.Y. Tung International Centre for Maritime Studies of The Hong Kong Polytechnic University,
IFSPA is an annual international event devoted to maritime, aviation and logistics studies to discuss and
exchange views on contemporary issues facing the sectors, and further advance academia-industry
cooperation. Through participation from relevant international and regional organisations, the increased
pool of participants has enabled IFSPA to become an important event in the transport logistics sector. We
are pleased that the event has secured significant support from local governmental agencies and
institutions to assist with its coordination and implementation. Conference participants now include the
world’s leading maritime and aviation experts and professionals.

The Conference gratefully acknowledges the support from our Conference Sponsors including Faculty of
Business of PolyU, Orient Overseas Container Line Ltd., Tai Chong Cheang Group, Pacific Star Group and
Chinese Maritime Research Institute, especially Routledge for exhibiting at IFSPA 2014.

The IFSPA 2014 Organising Committee greatly appreciates the invaluable contribution from the invited
speakers, paper authors, paper reviewers, conference co-organizers and partners.

Finally, we thank members of the Organising Committee and Conference Secretariat who had offered both
moral and technical support to the conference and this proceedings. In particular, we would like to thank
Xinyu Sun, Justin Wong and Violette Wong.

The Editors

Chin-Shan Lu
Petrus Choy
Kee-hung Lai
Y.H. Venus Lun
Tsz Leung Yip

Hong Kong, August 2014
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The Spatial-temporal Analysis of Airport Foreign Firms’ Agglomeration Trends —
The Case of Shanghai Hongqiao International Airport

Yonglei Jiang*', Liangwen Qiu', Lu Wang’, Ruijia Zhao' and Zhongzhen Yang'

'College of Transportation Management, Dalian Maritime University
’China Academy of Civil Aviation Science and Technology

*Corresponding author

Abstract

Due to the fast development of globalization, civil aviation has become the power of regional economic and
international trade. As the important hub of international communication, foreign firms have been attracted to
locate at the vicinity of airports to enjoy the preferable location advantages, and gradually the airport foreign
industrial agglomeration showed up. This paper takes Changning District in Shanghai City, which is the
location of Shanghai Honggiao International Airport (SHA), as the study area to analyze the agglomeration
trends of foreign firms. Firstly, the information of new foreign firms between 2001 and 2011 is collected, and
their locations are fixed with a GIS software. Secondly, the agglomeration patterns of airport foreign firms are
analyzed with Unbalanced Index and Industrial Gravity Center. Finally, according to the trends of industrial
shares, the types of airport foreign firms of SHA are identified.

Keywords: Airport foreign industry, industrial agglomeration;, Shanghai Hongqiao International Airport
(SHA)

1. Introduction

Since the 1990s, the sustainable development of China’s foreign trade has acted as a spur for foreign firms to
enter China in the form of opening branch companies or representative offices. In order to be the
correspondent with the head office and the international market promptly, and explore the markets as well as
enjoy the excellent supporting facilities and serves, these foreign firms attach great importance to the location
factor of traffic accessibility (including both internal and external ones). Considering all the aforementioned,
the location of foreign firms shows widely different patterns. And some foreign firms gradually formed the
agglomerations in the airport zone.

Since the complement of system reform, China Civil Aviation has been experiencing significant developments.
Due to the characteristics of fast and efficiency, civil aviation has become one of the most important transport
modes for international communication of regional economic, and gradually acts as a region’s engine of
growth. Accompanied with the great improvement of civil aviation, airport industry agglomerations have
gradually appeared in main airport cities of China. And recently, more airport cities are planning to establish
airport economic zones to attract foreign investments. So it is necessary to identify and analyze the
tempo-spatial agglomeration characteristics of airport foreign firms.

The main structure of this paper is as following: section 2 is the literature review; section 3 introduces the data
source and methods; section 4 takes Shanghai Honggiao International Airport (SHA) as example to analyze
the agglomeration characteristics of airport foreign industries; section 5 is the conclusion.

2. Literature Review
Due to the foundation of free trade zone of Shannon International Airport in Ireland, the economic of region

around the airport showed a steeply increase. And this phenomenon firstly caught attention of researches.
Later Conway (1965) firstly advanced the concept of “Fly-in”, and the problems like location characteristics



of airport industries gradually appealed to researches. Testa (1992) pointed that the Service industries,
including advertisement, law, data processing, accounting and public relations needed to communicate with
customers instantly and frequently, and they prefered locating in the airport economic zones. After the
investigation of-industries at airports around regions of several airports in Europe, the U.S.A. and Japan,
Weisbrod et. al. (1993) divided the airport around region into four types, and according to the degree of
airport directivity, the industries was also divided into four types. This conclusion has widely become the main
classification basis of airport region and airport industries. Taking the airports in the southeast region of
Scotland as example, Caves & Gosling (1999) found that firms from the industries of electronic, medicine, IT
(Information Technology) and fiancé were inclined to locate in industrial parks near airports. Kasarda (2001)
found that in the U.S.A., the network sales, electronic commerce centre and the R&D departments also prefers
to locate in airport economic zones.

The outstanding development of both China’s civil aviation and airport economics caught attention of the
domestic researchers, and the scope definition of airport economic zone and the classification of airport
industries has become one of the hottest topics. Liu (1998) thought that the abroad airport around region could
be divided into 3 levels including 9 functions (the airport service, logistics, communication, industrial
technology, business, information, rehabilitation & entertainment, culture, art & sports and academic research).
In Cao’s (2009) opinion, the airport economic should be an airport-centered economic space, where the
industries with different degree of relation with civil aviation clustered together. Zhang et.al. (2011) took the
airports in Yangtze River Delta Region as example, collected the information of firms in airport around
regions, and tried to definite the scopes of airport economic regions of each airport. Further, Zhang & Chen
(2012) analyzed the evolution of airport industrial structures of main hub airports in Yangtze River Delta
Region with specific firm-level data. From the viewpoint of industry chain of civil aviation, Zhao & Cao
(2013) tried to point out which industries were suitable to be attracted into airport economic regions.

All these studies took the region around an airport and its firms as study scope, tried to define the scope and
classification of airport economic region, analyze the structural characteristics of airport industries. Due to the
lack of firm-level data, most studies took the macro-scale data to analyze. Especially, nobody concentrated on
the study of foreign airport industries’ characteristics in developing countries. This paper will take the foreign
firms in SHA-around region as example to tempo-spatially analyze the characteristics of airport foreign firms’
agglomerations from the firm level.

2. Data Source and Methods
2.1 Data source

2.1.1  Study area

In order to analyze the agglomeration characteristics of airport industries, the research results of Weisbrod et.
al. (1993) and Zhang et. al. (2011) and the administrative areas of Shanghai City are taken as reference,
Changning District is taken as the airport economic zone of SHA. Changning District is located in the west of
central urban area of Shanghai City, and SHA is located at the west of Changning District. The longest
distance between SHA and any site of Changning District is 10km. The geographical locations of Changning
District and SHA are shown in Fig 1.

— Shanghai City
i x\ CWL\
N } /\/b

S
[

Fig1. Geographical Locations of Changning District and SHA

N



2.1.2  Data collection

Firstly the list of new foreign firms of Changning District is collected between 2001 and 2011, and the
geographical location is fixed with Google; secondly, the product or service and the second level classification
of each foreign firm are identified with Google and <Classification of National Economic Industries>
(GB/T4754-2002) respectively; finally the information of foreign firms are loaded on the digital map of
Changning District drawn with Mapinfo8.5. After processing, we find that there are 1930 foreign firms from
70 kinds of second level industries. The location of the foreign firms is shown in Fig 2. In addition, this paper
chooses the number of foreign firms and the spatial location instead of the industrial output to analyze the
agglomeration because of the unavailable data.

Fig 2.  Spatial Location of Foreign Firms in Changning District

2.2 Methods

In order to study the agglomeration characteristics of foreign industries in Hongqiao Airport Economic Zone,
this paper firstly use buffer analysis to divide the study area; secondly, the Unbalanced Index and the
Industrial Centre are employed to analyze the tempo-spatial evolution of foreign firms’ agglomeration in the
airport economic zone; finally, the methods of Accumulative Share is used to identify the different trends of
airport economic foreign industries.

2.2.1  Buffer analysis

Buffer analysis takes entities with the shapes of point, line or surface as the center to build polygonal buffers
within a given width, and is usually employed to ascertain the sphere of influence or service of spatial objects
(Fang et.al. (2013)). In order to analyze the agglomeration characteristics of foreign firms in the airport
economic zone, the point buffer is employed, which means that SHA and 1 km are taken as the center and
given width to divide Changning District into different buffers (sub-regions). The structure of foreign firms in
each buffer will be analyzed then.

Fig3. Buffer Results



2.2.2 Unbalanced Index

Based on the buffer analysis, the Unbalanced Index (Zhou, 1995) is applied to assess whether the location of
foreign firms in airport economic zone shows the agglomeration trends, and the equation is as following:

32 -y

n

U= (2.1)

Where, U= Unbalanced Index, the higher of the value means the strong trends of industry agglomeration;
n=the number of buffers; x= the proportion of the number of foreign firms in the i buffer; y= the proportion
of the area of the " buffer.

2.2.3 Center of gravity analysis

The spatial agglomeration of airport foreign industries can be explored with the center of gravity method
(Zhao et. al., 2011), and the equation of center gravity’s coordinates is as following:

LM My, 22)

Where, Xx = the horizontal coordinate of center gravity; y = the vertical coordinate of center gravity; M= the

number of foreign firms in the i” buffer; (x;, y;) = the centroid coordinates of the i buffer.
2.2.4 Accumulative share trends

In an airport economic zone, the structure of foreign industries may show different trends: some shows the
trends of highly agglomeration, some may cluster faster, others may gradually move out of the zone and turn
out to be non-airport industries. Considering these hypothesis, we supposed that there should be four kinds of
industries: Highly concentrated, More concentrated, Stable concentrated and Non-Airport industry (Fig 4).

(1) Highly concentrated

These kinds of industries hold much higher shares than others, and they are the main industries in the airport
economic zone, which relies strongly on the location condition.

(2) More concentrated

The share of these kinds of industries increases sustainably, and the airport is becoming more important.

(3) Stable concentrated

The impact of the factor of airport seems stable to this kinds of industries, and the shares of these industries
are comparatively stable.

(4) Non-airport industries

The share of these industries decreases gradually, which means they are non-airport industries.

7——< Highly concentrated
More concentrated
Stable concentrated

Non-Airport industry

JUIdJ

Time

Fig4. Theoretical Classifications & Trends



3. Agglomeration Characteristics of Foreign Industries
3.1 Agglomeration characteristics of the whole industries

Based on the buffer division and the number of foreign firms of each buffer, the spatial locations of the foreign
firms are counted and shown in Fig 5. Different from the conclusion of Weisbrod et. al. (1993) and Zhang et.
al. (2011), the foreign firms do not mainly scatter within the region with 6 km radius, but cluster in the buffers
between 5 km and 9 km, and there are seldom foreign firms in the region within 2 km radius. According to the
land use planning of Changning District, Hongqiao Foreign Trade Center and Zhongshan Park (commercial
center) are located in the buffers of 5-7 km and 8-9km respectively. Hongqgiao Foreign Trade Center is a
national-level development zone with the function of foreign trades, and Zhongshan Park is a city-level one
which aims to develop the contemporary commerce and multimedia industry. And that explains the spatial
agglomeration characteristics of foreign firms.
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Fig5. Number of Foreign Firms in each Buffer
3.2 Tempo-spatial characteristics of airport foreign industries
3.2.1  The temporal characteristics
With the method of Unbalanced Index, the temporal characteristics of foreign airport industries are shown in

Fig 6. The value of Unbalanced Index is increasing from 2001 to 2011, especially in a linear growth from
2002 to 2009, which means the foreign firms in Hongqiao Airport Economic Zone keeps clustering.
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Fig 6. Value of Unbalanced Index from 2001 to 2009
3.2.1 The spatial characteristics

The spatial agglomeration characteristics of foreign industries in Honggiao Airport Economic zone is shown
in Fig 7. The gravity center of foreign industries in the 4-5 km buffer gradually moved to the 6-7 km buffer
from 2001 to 2009, and then stably stayed at the site of 6 km. The movements of the gravity center reflect that
the foreign airport industries in Hongqiao Airport Economic Zone has experienced the expansion stage
(2001-2009), and now entered the stage of stably agglomeration (2010-2011). Further, in coincide with the
conclusion of section 3.1, the coordinates of gravity center also reveal that Hongqiao Foreign Trade Center is
the agglomeration center.
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Fig7. Movements of Industrial Gravity Centers
3.3 Identification of Hongqiao Airport foreign industries

Although the foreign industries in Honggiao Airport Economic Zone are clustering sustainably, the
identification of airport foreign industries and their characteristics seems important for the development of
airport economic. So the accumulative share method is used to identify the airport foreign industries from the
70 second-level ones, and the results are shown in Fig 8 to 10.

(D Highly concentrated industries

As shown in Fig 8, according to the lines of accumulative shares and the theoretical curve of highly
concentrated industries, of the 70 industries, the shares of “Commercial Service Industry”, “Software
Industry” and “Catering Industry” are much higher than others, and they are the highly concentrated airport
foreign industries. In addition, the “Commercial Service Industry” owns the highest share, which is nearly a
quarter of the whole industry, and most of them belong to “Investment advisory industry” and “Exhibition
Industry”. All these can be ascribed to the development policies of Commerce-driven and foreign trade
leading of Changning District.
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Fig 8. Highly Concentrated Foreign Industries

2) More concentrated foreign industries

There are 7 industries following the trends of “More concentrated foreign industries”, and 2 industries
(“Manufacture of General Purpose Machinery”, “Handling and Other Transport Services”) show the fast
increase rate (Fig 9). “Manufacture of General Purpose Machinery” is the fundamental industry of Machinery,
and developed countries lead this industry as well as have higher market share all over the world. In order to
expand the market and keep in touch with head offices, the foreign firms of “Manufacture of General Purpose
Machinery” prefer locating at Honggiao Airoport Economic Zone. Firms of “Handling and Other Transport
Services” are closely linked with the airport, and the fast development of airport economic boosts their
agglomeration.
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3) Stable concentrated

The cumulative shares of 5 industries are comparatively stable (Fig 10). The products of these 5 industries are
sophisticated and professional equipment or services, and they have an exclusive group of customers.
However, most of these firms are branches, they needs to contact with the head offices frequently, so their
locations are fixed in the airport economic zone.
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Fig 10. Stable Concentrated Industries
4. Conclusions

This paper took SHA as an example, and Changning District of Shanghai City as the airport economic zone to
analyze the foreign firms’ agglomerations from 2001 to 2011. All the foreign industries prefer clustering in the
5-9 km buffers, and experience center movements to the 6-7km buffer. With the accumulative shares, 3
“highly concentrated” airport foreign industries, 7 “more concentrated” airport foreign industries and 5 “stable
concentrated” airport foreign industries were identified.
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Abstract

Airline pr icing ha s consistently beent he pi vot of C hinese a irline industry r eform. W ith t he gr adual
deregulation on pr icing, Chinese airlines have obtained more freedom to set airfares. M eanwhile, they face
emerging challenges from the rapid development of the high-speed rail (HSR) network in China. In this study,
we analyze the factors affecting Chinese airline prices in different market structures (i.e., monopoly, duopoly,
and more than two competitors) based on route-level data among provincial cities by adopting the generalized
method of moments. Airline prices in all the markets follow a J-curve pattern. We find that the route distance
is a positive factor affecting airfare in all market structures, whereas the existence of parallel HSR service can
reduce price significantly. We also determine that factors such as flight number, market share, competitive
flights within 1 h, plane size, and peak times have distinctive effects under different market structures.

Keywords: Airline pricing, market structure, Chinese airline industry, high-speed rail

1. Introduction

In the context of regulation, airfare was usually made only on the basis of distance, even if the cost varied
significantly from one airline to another. During that period, price was set below cost in short-haul markets
and above cost in long-haul markets (Graham et al., 1983). After deregulation on aviation, airlines could take
into a ccount a 1l t he r elevant p ricing information and m ake de cisions on their ow n t o a chieve o peration
objectives through complicated pricing mechanisms.

A considerable body of literature on airline pricing behavior emerged after the US deregulation. Many papers
investigated the influencing factors of A merican airfares, for example, Graham et al. (1983), Koran (1983),
Borenstein (1989), Hurdle et al. (1989), Morrison and Winston (1990), Brueckner et al. (1992), Evans et al.
(1993), Evans and Kessides (1993), Peteraf and Reed (1994), Dresner et al. (1996), Borenstein (2005), Dender
(2006), and Dixit and Gundlach (20006).

Research o n the airline in dustry usually e mploys self-collected data from w ebsites. These d ata co ntain
information about booking time, departure time, origin and destination cities, travel time, plane size, and etc.
Researchers are able to identify how fares vary based on the above information, which is also called dynamic
pricing. F or in stance, D resner a nd Tretheway ( 1992) s tudied in ternational airline m arkets; G illen a nd
Hazledine (2006) investigated the Canadian airline market; Roos et al. (2010) explored the Australian airline
market; and Bergantino and Capozza (2011) examined the Italian airline market.

In this paper, we report the results of our empirical analysis of the influencing factors of airline pricing under
different market structures based on data from Chinese airlines. Our paper contributes to the literature in four
ways. F irst, we investigate C hina’s a irline m arket, w hich i s t he s econd | argest i n the w orld. H owever,
empirical s tudies o n a irline p ricing o f C hinese airlines a re e xtremely r are. Second, to t he best of our
knowledge, no literature that conducted r esearch by ¢ omparing di fferent m arket s tructures, except that of
Peteraf and Reed (1994), explored the influencing factors of airfares of American monopoly routes. Therefore,
our paper sheds light on this issue by contrasting monopoly routes, duopoly routes, and routes with more than
two ¢ ompetitors and ob tains s ome di stinct conclusions. Third, the he terogeneity o f airlines in p revious
literature mainly lies in the difference between legacy airlines and low-cost carriers (e.g., Dresner et al., 1996;
Tretheway and Kincaid, 2005). In contrast, our paper considers the unique features of the Chinese aviation



market an d makes co mparative an alysis f rom t he p erspective o f ai rlines’ o wnership. F ourth, t he r apid
development of HSR in China has a significant effect on the Chinese airline industry. As a consequence, we
incorporate the competition from HSR as a variable to examine its effects on airfares quantitatively.

The remainder of the paper is structured as follows: In Section 2, we briefly review the related literature. We
discuss the industry setting and data in Section 3 and outline our empirical model in Section 4. The results are
reported in Section 5. Finally, we offer concluding remarks in Section 6.

2. Literature Review

In the literature, the main factors affecting market structure associated with airline pricing include market
share, Herfindahl-Hirschman Index (HHI), and the number of airlines. Dixit and Gundlach (2006) consider
the market share to estimate the factors affecting price-cuts when discount airlines emerged, and find that the
market share of the major airlines in the hub airport and in the city-pair markets is positively and significantly
related to price-cuts. However, their relationship is nonlinear. The price-cutting responses of the major airline
to the entry of discounters tended to increase at a decreasing rate as the market power of the major airline
increased in its relevant city-pair markets but then decreased after a certain level of market power.

Many scholars use HHI to measure market structure. Graham et al. (1983) study how HHI affects fares and
show that market concentration appears to have a positive effect on fares in the relatively less concentrated
markets, but not much incremental effect on markets with HHI greater than 0.5. Evans et al. (1993) determine
that c oncentration c an increase price. Hurdle et al. (1989) analyze the effect o f c oncentration on y ields by
adopting HHI to measure concentration. All the regressions suggest that market structure matters considerably.
Dresner et al. (1996) examine the effect of HHI on yields based on the data of the top 200 US domestic routes.
They determine that the coefficient of concentration is positive and significant only in the southwest low-cost
carrier regression, but insignificant when all low-cost carriers were included. Gillen and Hazledine (2006)
regress the average | owest p rice p er k ilometer a s t he d ependent v ariable on HHI an d o ther explanatory
variables and determine that HHI is a moderately significant determinant of the average prices.

Some scholars consider the effects of both market share and HHI. Borenstein (1989) estimates the importance
of route and airport dominance in determining the degree of market power exercised by an airline. The results
indicate that an airline’s share of passengers on a route and at the endpoints significantly influences its ability
to mark up price above cost. The route HHI increases the 20™ percentile fare, but reduces the 80" percentile.
However, the hi gh markups of a dominant airline do not create a noticeable “umbrella” effect from which
carriers with smaller operations in the same markets can benefit. Evans and Kessides (1993) test whether the
observed dom inance o f m ost c ity-pair m arkets and airports in the U S dom estic airline i ndustry by s ingle
carriers confers any pricing power on the dominant firms. Using market share and HHI to evaluate market
power, they s how that m arket share at the r oute I evel s eems t o ¢ onfer no pricing pow er, but the route
concentration has a positive ¢ orrelation w ith price. Bergantino and C apozza (2011) e xplore the effect of
market structure and airlines pricing behavior via a sample of southern Italian routes. The results indicate that
the market’s concentration levels have a significant role in defining fare levels. Both market share and HHI
have a positive and significant effect on fares, which is robust across regressions.

Certain authors a nalyze t he effect of t he n umber of co mpetitive ai rlines. Morrison and W inston ( 1990)
estimate how t he number of po tential a nd a ctual competitors affects fares, and find that the num ber of
competitors can reduce fare. Brueckner et al. (1992) employ the total number of rival carriers of the observed
carrier in t he m arket t o ex amine t he ef fects o f co mpetition. A 11 t he m arket co mpetition co efficients are
negative and significant, which means diminishing returns to market competition. Specifically speaking, the
addition of the first competitor to a monopoly market lowers fares by 7.7%. The addition of a second or third
competitor reduces fares by a further 3.4%, whereas the addition of an extra competitor beyond three lowers
fares by a further 0.6%. Moreover, the addition of a potential competitor to the market lowers fares by 1.6%.

Evans and Kessides (1993) study the impacts of both market share and the number of airlines, and find that

the largest change in price is generated by moving from monopolies to duopolies w here prices decline by
3.3%, and adding a third and a fourth competitor only decreases price by 1.5% and 0.5%, respectively. This
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finding also indicates that monopoly control of routes mainly confers pricing power, and even a small number
of firms at the route level are able to control pricing. Peteraf and Reed (1994) focus on monopoly markets, and
show that monopolist’s fares vary with potential entrants’ cost, market share has a positive effect on fares over
and above that of airport share and route share, and small airports exhibit economies of scope.

Tretheway and Kincaid (2005) published a review of the literature concerning the effect of market structure on
airfares. They examine the literature on hub premiums, the effect of low-cost carriers on average fares, factors
affecting entry by p otential carriers into routes, and how the incumbent respond to 1 ow-cost carrier en try.
Dender (2006) investigates the effects of market structure and network features on prices. The results are in
line with earlier work, that is, average fares are lower at airports dominated by Southwest Airlines and higher
at hub airports.

Other scholars ev aluate the government p olicy and its w elfare effects. Koran (1983) analyzes the w elfare
effects of airfare deregulation in the USA. Airfare deregulation resulted in an increase in consumer’s surplus
of between USD 15 and 20 per round trip although airline profits were 1 eft unchanged. C onsumer surplus
increased because the regulated fares had been above the optimal level. With deregulation, fares decrease by
more t han e nough t o of fset t he d eterioration i n s ervice qua lity. P roducer s urplus remained substantially
unchanged because the decrease in fares was roughly matched by a d ecline in average costs associated with
the lower service quality. Dresner and Tretheway (1992) measure the effect of a change in government policy
on prices by using a two-stage i ndirect | east sq uares m odel, a nd find that I iberalization canle ad to a
significant decrease in fares on international air routes.

Market structure has always been the key point of research in the previously mentioned literature and research
methodology also i mproves c ontinuously. In the early work, or dinary 1 east squares o f ¢ ross-sectional d ata
were often adopted and instrumental variables were also incorporated to address the endogeneity problem.
Afterward, some researchers employ simultaneous equation models, and estimate price by means of two-stage
or t hree-stage o rdinary | east squares. Meanwhile, the m ethod o f p anel d ata analysis i s ap plied a s w ell,
including random effect model and fixed effect model.

3. Industry Background and Data

Airline pr icing ha s always be en thep ivoto f the Chinese a irlinei ndustry’s r eform. G overnmental
administration on airline pricing has undergone many changes, from direct regulated pricing in the planned
economy mechanism, gradual lift of the control over fares, and trial of multi-fare systems to the issuance of
ban on discount. The Chinese airline industry has undergone the most profound and thorough transformation
from 2002. At the beginning of 2002, the reform of the air traffic system was accomplished. In October, the
six a irline g roups w ere s et up a fter t he r estructuring of airlines and s eparated from the Civil A viation
Administration of China (CAAC), which implemented span-management to domestic airline pricing. In April
2004, the National D evelopment an d R eform C ommission (NDRC) released the r eform p lan o f d omestic
airline pricing, w hich s tipulated that the guidance pricing of the government w ould be executed, thatis,
NDRC and CAAC would determine the benchmark price of air transport and floating range based on the
average cost, market supply and demand conditions, and social tolerance capability. Hence, the administration
on airfares turned from direct control mode to indirect control mode by the in-charge pricing department. The
specific measures were provided as follows: domestic short-haul flights adopted market-adjusted prices, and
the floating range rule was not applicable to them. Except for the previously mentioned lines, the markup was
not allowed to exceed 25% of the benchmark price (i.e., RMB 0.75 p er passenger-kilometer) and the floor
price should not be less than 45% of the benchmark, but the floor price rule was not for leisure travel routes
and exclusive operating lines. These rules show that airlines obtained pricing autonomy to a great extent and
Chinese civil aviation entered into a c ompetitive era b ecause o f the de regulation. A fterward, N DRC and
CAAC issued the Opinion with regard to the Promotion of Civil Aviation Development by the State Council,
which provided that, from 20 O ctober 2013, the price floor | imitation w ould be c ancelled for those lines
adopting governmental guidance pricing so that airlines could set airfares independently but the markup rule
still e xisted. F or th ose d omestic r outes that w ere jointly o perated b y tw o or m ore airlines facingt he
competition from ground transportation, the pricing method changed to market-adjusted from governmental
guidance pricing. Airlines could make prices in accordance with market supply and demand conditions and,
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thus, gained greater autonomy of pricing.

The aforementioned v ariation o f regulation methods reflects the complications of the air p assenger pricing
mechanism. F urthermore, r elevant s tudies regarding C hinese airline p ricing b ehavior h ave al ways b een
insufficient compared with the USA and some European countries as a result of inaccessible data. Given this,
the paper conducts quantitative analysis with regard to the determinants of airline pricing in China.

We employ a sel f-collected dataset of minimum available airfares offered online by the major domestic city
pairs on 12 August 2013 with different leading days before departure, involving 65, 56, 42, 35, 28, 21, 14, 10,
7, 3, and 1 day. Therefore, we define a dataset composed by 9,936 observations in total on 828 flights of 194
city pairs. The major cities in the sample include Beijing, Shanghai, Tianjin, Chongqing, and all provincial
cities, w hich c ould g enerally r eflect the Chinese aviation c ontext o nt he whole. F igure 1 shows the
relationship between airfare variation and booking time, which seems to follow a J-curve pattern. The lowest
price is available approximately in the last 1 or 2 weeks before departure.

Figl. Lowest available fare (in RMB) versus booking time prior to departure (in days) under
different market structures
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As shown in Table 1, routes have several types of market structures. Monopoly routes concentrate between the
eastern and western regions, within the western region, and between the central and western regions'of China.
More than 70% flights fly to or from undeveloped western provincial cities where demand is relatively low.
Duopoly routes ¢ oncentrate be tween the central and eastern regions and b etween the c entral and western
regions of China, and 57% of flights fly to or from the central cities with demand higher than monopoly routes.
Routes served by three or more airlines co ncentrate b etween the eastern and western r egions, within the
eastern region, and be tween the eastern and central r egions of China, and 76 % flights fly to or from the
developed eastern provincial cities with large demand.

Table 1. Market Structure and Fly Area of Sample Flights

Monopoly routes Duopoly routes Routes w1th't hre.te' or
more competing ailines

S.ample Proportion S'ample Proportion S'ample Proportion

S1Z¢€ S1Z¢€ S1Z¢€
felgfg;s W ithin thee astern |, 8.11% 228 1597% | 1,716  21.70%
{:Illflgtesnfgx ZZ?OT: eastern 48 10.81% | 540 3782% | 1380  17.45%
iﬂf&iggg?gggﬁ castern 108 2432% | 228 1597% |2916  36.87%
Flights within the central region | 48 10.81% 24 1.68% 36 0.46%
illf}ét:nt’gx zgiloi‘se western 96 21.62% | 252 17.65% | 1,116  14.11%
felégigrtls within - thew estern |, 5 2432% | 156 1092% | 744 9.41%

Table 2 shows the descriptive statistics. The mean number of flights on each route is 12.09; the average airfare
is RMB 956; and the average flight distance is 1,375 km. Large planes, small planes, and medium p lanes
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account for 8.9%, 0.98%, and 90.12%, respectively. The rival airlines number is 1.17 within 1 h before or after
the departure time. Of all routes, 21.95% face the competition from HSR. The average market share for all the

airlines is 34.78%, and the average leading days (i.e., booking time before departure) is 27.85.

Table 2. Descriptive Statistics for Major Variables
Variable Mean Std. Dev. ariable ean Std. Dev.
Flightnum 12.0902 0.0971 ComFlightslhour (1.1707 0.0152
Price 965 4.1537 HSR 0.2195 0.0042
Distance 1,375 5.9602 MarketShare 0.3478 0.0022
Large 0.0890 0.0029 Leadingdays 27.5833 0.2099
Small 0.0098 0.0010
4. Empirical Model

In the literature, the main factors affecting market structure associated with airline pricing include market
share, HHI, and the number of airlines and flights. The factors taken into account by different authors differ.
The main factor for Dixit and Gundlach (2006) is market share. For Graham et al. (1983), Evans et al. (1993),
Hurdle et al. (1989), Dresner et al. (1996), and Gillen and Hazledine (2006), the principal factor is the HHI of
routes. Borenstein (1989), Evans and Kessides (1993), and Bergantino and Capozza (2011) considered market
share and HHI as main factors. Brueckner et al. (1992) take into account the total number of airlines primarily.
Evans and K essides (1993) and Morrison and Winston ( 1990) c onsidered market s hare and the number of
airlines. Peteraf and Reed (1994) studied factors that might affect the price of American monopoly routes. As
such, researchers generally accep ted t hat m arket s tructure p roduces ef fects on a irline p ricing, b ut some
problems al so e xist. F or instance, m arket sh are an d H HI ar e m ore | ikely t o b e h ighly co rrelated. B y
calculating the dataset of the flights of the main cities of China, we obtain a correlation coefficient of 0.64,
which indicates that they have multicollinearity. The number of airlines is from one to seven in the sample
dataset collected in our paper, covering monopoly market, duopoly market, and oligopoly market with more
than two competitors. The services provided by airlines are of hi gh homogeneity and the most remarkable
difference lies in low-cost carriers and full-service legacy carriers. Consequently, airfare plays a significant
role i n t heir c ompetition. The pricing strategies employed by airlines may vary to a large ex tent u nder
different m arket s tructures. F or e xample, m onopoly airlines may t ake ad vantage o f'its market position to
manipulate price, w hereas airlines in the competitive market can only adjust price in line with the demand
rather than control the price.

With the first HSR running between Beijing and Tianjin in August 2008, China entered into the era
characterized by the rapid development of HSR. As of the end of 2012, the running mileage of China’s HSR
added up to 9,536 km and ranked first in the world. The journey time for two adjacent provincial cities would
be shortened to approximately 1 or 2 h. The rapid expansion of HSR brings great challenges to China’s airline
industry. Zhang et al. (2013) mentioned that all the flights between Zhengzhou and Xi’an and part of the
flights between Wuhan and Guangzhou have already ceased service because of the operation of HSR. This
finding proves that HSR can divert some passengers to decrease airlines’ load factor. As a result, airlines have
to lower price to retain passengers. Hence, this paper incorporates the existence of parallel HSR services as a
dummy variable to evaluate the effect of competition from HSR.

In this paper, we conduct a comparative analysis of three market structures. We designate fares as dependent
variable and route distance, number of competitive flights, market share, competition from intra-industry and
inter-industry, plane size, departure time, booking time prior to departure and its square, and characteristics of
airlines as explanatory variables. Notably, endogeneity may exist between airfares and the number of routes
and flights because the routes served by many airlines tend to belong to big cities and the purchase power of
passengers is relatively strong so the price is much higher accordingly. In turn, the increase in flights may also
decrease average operation cost and enforce competition to lower price. Hence, we define people and income
as instrumental v ariables of Flightnum to a ddress the endogeneity problem. Based on the t wo-stage least
squares method, we consider the following empirical specification:
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In Price = S, + £, In Distance + £,Flightnum + f;MarketShare (1)
+,ComFlightslhour +~ S, HSR + S, PlaneSize + £, Workinghours
+f,Leadingdays + B, Leadingdays” + £3,,BigThree + &

where InPrice is the log of the lowest available price; InDistance is the log of the route distance; Flightnum
represents the number of flights operating on a given route; and MarketShare represents the market share of an
airline on a given route. ComFlightslhour represents the number of competitive flights within 1 h before or
after a specific flight, which is used to identify the competition from intra-industry. HSR depicts the
competition from HSR, with a dummy variable equal to 1 in case of the presence of HSR and 0 otherwise.
PlaneSize is a dummy variable of aircraft size. In this study, we use medium plane as the benchmark. As such,
the dummies for large and small planes are Large and Small, respectively. Workinghours is a dummy variable
for flights from9 AM. to5 PM. tom easuret he d ifference b etween p eak t imes a nd n onpeak t imes.
Leadingdays is the booking days prior to departure. BigThree refers to the three state-owned airlines, namely,
Air China, China Southern Airlines, and China Eastern Airlines and is a dummy variable for these airlines,
which is distinguished from other domestic airlines.

5. Results

Since there are endogeneity and heteroscedasticity issues, we employ the generalized method o f moments.
The regression results are given in Table 3, which show that route distance has an important effect on airfares.
No matter what the market structure is, a positive and significant association between route distance and price
is observed. Airfares increase by approximately 0.66% to 0.79%, with route distance increasing by 1%. The
relationship between flight number and price is apparently positive in the monopoly market, whereas negative
in other markets. This finding suggests that excessive competition will not emerge because monopoly airlines
possess all the market power in monopoly markets. The demand of monopoly airlines with many flights is
large, which contributes to higher price. In competitive markets, the increase in flight number will not only
enforce competition but also bring economies of scale to airlines to reduce operation cost and price.

The relationship b etween m arket sh are and price is positive in the market with three or more ¢ ompeting
airlines. By contrast, the relationship is negative in the duopoly market, which indicates that the competition
in the duopoly market might be fiercer relative to competitive markets. As shown in Figure 1, airfares in the
duopoly market fluctuate more than other market structures, particularly in the early booking periods, because
the dominant airline lowers fares to secure higher load factor. Hence, although its market share is large, its
priceis lower. As faras competitive m arket i s co ncerned, airlines with higher m arket sh are h ave m ore
favorable departure time to attract more passengers and to charge higher prices.

The relationship between flight number within 1 h before or after departure time and price is negative in
monopoly a nd duopol y m arkets. T he price in the monopoly market decreases more c ompared w ith the
duopoly market. Meanwhile, for the competitive markets, the relationship between flight number within 1 h
before or after departure time and price is positive. The more the rival airlines, the higher the price, which
indicates that substitute flights are evidently unable to lower price. The route on which three or more airlines
operate has strong demand. As such, the effects due to high demand exceed substitution effects. For all the
markets, the existence o f parallel HSR services produces a negative effect on airfare, w hich su ggests that
competition from HSR can decrease price significantly.

The c oefficient o f 1 arge p lanes is n egative in m onopoly markets, p ositive i n markets w ith t hree or m ore
airlines, and insignificant in duopoly markets. As discussed above, adopting large planes is unable to produce
a pricing advantage for the monopoly airline in the monopoly market, and the monopoly airline has to charge
a lower fare to maintain a certain load factor. However, in competitive markets, passengers tend to choose
large planes because the demand on s uch routes is high and large planes are generally more comfortable so
that the airline c an increase price accordingly. In c ontrast, the c oefficient of small p lanes is positive and
significant in all markets. Compared with medium planes, the operating cost per passenger is higher. Small
planes generally have a supplementary role on the route. Hence, the price is relatively higher.

The coefficient of the dummy variable of flights between 9 A.M. and 5 P.M. is positive in all markets, which
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implies that a premium effect during peak times exists. In all markets, the coefficients of leading days and the
square of leading days are negative and positive, r espectively. T herefore, the relationship b etween leading
days and airfare is nonlinear. The regression results exhibit a J-curve effect, that is, the price is higher in the
carlier booking time, decreases as the departure date approaches, then decreases to the lowest level at some
particular point in time, and then increases with the close of departure. The J-curve effect has been observed in
other studies with notable differences, however. Bergantino and Capozza (2011) find that the turning point of
airfare turns up earlier (the lowest price is available roughly 47 days prior to departure) based on the study of
the flights in the European airline m arket. Gillen and H azledine (2006) show t hat ai rfares will i ncrease
precipitously in the last 2 weeks preceding takeoff by analyzing the airline markets in USA and Canada. Roos
etal. (2010) find that airfares will evidently increase in the last week of departure date on the grounds of
Australian airline market.

In monopoly markets, the coefficient of the big three state-owned airlines is negative, which indicates that, in
monopoly markets, endemic airlines tend to set a higher price by exploiting their monopoly power, whereas
for the big three airlines, their main revenues and profits do not rely on minor monopoly routes because of the
large m arket sh are. H ence, the price for monopoly routes is lower than those on w hich e ndemic a irlines
operate to earn their major profits. In other markets, the coefficient of the big three airlines is positive, which
shows that they have the pricing advantage in competitive markets.

Table 3. The Effect of Each Variable on Airfares

Explanatory variable | One airline Two airlines Three to seven airlines
InDistance 0.7461918(28.20)*** [ 0.6566826(48.61)*** [ 0.7132134(84.91)***
Flightnum 0.2992741(3.71)*** —0.0198927(-2.29)** | —0.0187913(—22.73)***
MarketShare —0.1919215(—3.82)*** | 0.1104027(4.48)***
ComFlightslhour —1.091506(—11.26)*** | —0.1207585(—4.31)*** | 0.064611(14.83)***
HSR —0.1206307(—1.71)* —0.1778877(=7.56)*** | —=0.0963512(—11.44)***
Large —0.1931272(=3.49)*** | 0.0116336(0.21) 0.1203949(11.05)***
Small 0.0685868(1.86)* 0.2687052(10.50)*** [ 0.1166768(4.25)***
Workinghours 0.2005497(6.12)*** 0.0753156(5.09)*** 0.0833187(13.48)***
Leadingdays —0.0044683(—1.91)* —0.0101572(=7.70)*** | —=0.0010389(—1.83)*
Leadingdays 0.0000822(2.44)** 0.0001813(9.19)*** 0.0000527(6.15)***
BigThree —0.1479276(—2.93)*** |1 0.1161043(6.03)*** 0.0567858(7.73)***
Constant 1.260355(5.50)*** 2.369409(22.77)*** 1.719928(27.68)***
R 0.6707 0.6918 0.5179
Wald 3,559.96 3,561.53 10,006.31
Observations 444 1,404 7,908

Note: ***Significant at 1%, **significant at 5%, *significant at 10%.

After a long history of regulation and deregulation, at present, the Chinese airline industry is composed of the
big three state-owned carriers, many endemic and private airlines with distinct ownership, which is unique to
the Chinese market. Hence, we take into account the nature of ownership of airlines in Eq. (1) and conduct a
more detailed comparative analysis for the three forms of airlines under different market structures.

Table 4 shows the estimate results for airlines of different ownership in the monopoly market. B oth r oute
distance and flight number can increase price whatever the ownership is. Of all the routes, only the monopoly
routes served by endemic airlines are faced with HSR competition. The coefficient of HSR is negative, which
shows that HSR can evidently decrease price. Endemic airlines tend to set a lower price for small planes
relative to medium ones. On the contrary, private airlines charge a higher price for small planes, which shows
that private airlines attach more importance to utilizing small aircraft to earn profits. The premium effect for
the big t hree airlines d uring p eak t imes i s remarkable. T he J -curve ef fect f or en demic ai rlines i s m ore
conspicuous. By contrast, for the other two forms of airlines, the J-curve effect is not obvious and presents a
smooth upward trend.
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Table 4. Estimate for Airlines of Different Ownership in Monopoly Markets

Explanatory Big three airlines Endemic airlines Private airlines
variable

InDistance 0.8337418(11.32)*** [ 0.5836242(20.36)*** 1.283678(7.88)***
Flightnum 0.8969907(1.65)* 0.4713916(7.38)*** 0.3896257(3.79)***
MarketShare - — —

ComFlights1hour —0.3212465(-0.63) — —

HSR - —0.5782365(—6.76)*** | —

Large —0.1030546(—1.37) - -

Small - —0.1397954(=3.10)*** [ 0.3714709(14.04)***
Workinghours 0.7246558(2.38)** —0.0011827(—0.04) -

Leadingdays —0.0019955(-0.27) —0.0059904(—2.24)** —0.0028796(—0.64)
Leadingdays® 0.0000547(0.50) 0.0000863(2.10)** 0.0000807(1.34)
Constant —0.8760259(—0.58) 2.415191(15.45)*** —2.668873(—2.14)**
R’ 0.58333 0.7772 0.6887

Wald 1,767.2 2,985.06 321.12
Observations 228 168 48

Note: ***Significant at 1%, **significant at 5%, *significant at 10%

Table 5 shows the estimate results for airlines of different ownership in the duopoly market. Route distance
can increase airfare and HSR can decrease it significantly. F light number ¢ an reduce the price of private
airlines, but will not significantly affect other forms of airlines. T he co efficient o f market share, big three
airlines, and private airlines is negative and of endemic airlines is insignificant. The coefficient of competitive
flight number, big three airlines, and endemic airlines is negative and for private airlines is insignificant. The
premium effect for the big three airlines and private airlines during p eak times is evident. All the airlines
exhibit the J-curve effect.

Table 5. Estimate for Airlines of Different Ownership in Duopoly Markets

Explanatory variable Big three airlines Endemic airlines Private airlines
InDistance 0.6923264(37.31)*** 0.6514321(26.20)*** [ 0.7854106(1.80)*
Flightnum —0.0066381(—0.83) 0.0074081(0.29) —0.3661996(—2.03)**
MarketShare —0.4257296(—5.38)*** | 0.1525228(1.54) —0.7816895(—3.35)***
ComFlightslhour —0.1504108(=5.79)*** | —0.2264838(—3.08)*** [ 0.3025948(0.73)

HSR —0.1653429(—6.26)*** | —0.4127379(—8.22)*** | —

Large 0.0256928(0.45) - -

Small - 0.2746499(8.13)*** -

Workinghours 0.1057091(5.75) *** 0.0280739(1.16) 0.2871219(2.71)***
Leadingdays —0.0079785(—4.80)*** | —0.0123201(—5.87)*** [ —0.0147181(—3.95)***
Leadingdays® 0.0001431(5.63)*** 0.0002112(6.86)*** 0.0003003(5.49)***
Constant 2.278172(18.32)*** 2.243101(10.08)*** 2.449511(0.70)

R 0.7678 0.6343 0.7821

Wald 2,792.08 1,138.28 487.69

Observations 696 624 108

Note: ***Significant at 1%, **significant at 5%, *significant at 10%

Table 6 shows the estimate results for airlines of different ownership in competitive markets with three or
more ai rlines. Both r oute distance and ¢ ompetitive f light num ber can increase price su bstantially. T he
premium effect for the big three and en demic airlines’ large plane is conspicuous and for private airlines’
small plane is insignificant. Market share can upgrade the price of the big three airlines, but do the opposite to
endemic and private airlines. The price for the big three and endemic airlines during peak times is apparently
higher, but insignificant for private airlines. All the airlines do not present the J-curve effect.
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Table 6. Estimate for Airlines of Different Ownership in Competitive Markets

Explanatory Big three airlines Endemic airlines Private airlines
variable

InDistance 0.7129824(61.81)*** 0.7293571(53.28)*** 0.6461402(23.86)***
Flightnum —0.0190587(—=16.36)*** [ —0.0220271(—13.64)*** | —0.0208924(—8.35)***
MarketShare 0.2466445(8.17)*** —0.2085617(=3.51)*** [ —0.3579196(—3.02)***
ComFlightslhour 0.0668005(11.74)*** 0.0593575(6.75)*** 0.0880299(6.65)***
HSR —0.0757787(—6.83)*** | —0.1100269(=7.49)*** | —0.1798236(—5.30)***
Large 0.1196445(8.33)*** 0.1368589(6.64)*** -

Small 0.0717022(1.56) 0.1157046(3.04)*** 0.1640009(2.63)***
Workinghours 0.090556(10.48)*** 0.0800287(7.28)*** —0.0065002(—0.34)
Leadingdays —0.0009964(—1.28) —0.0014448(—1.49) —0.0002286(—0.15)
Leadingdays 0.0000436(3.68)*** 0.0000719(4.98)*** 0.000044(1.84)*
Constant 1.73367(20.54)*** 1.707374(16.52)*** 2.327565(10.64)***
R’ 0.5199 0.5165 0.4661

Wald 5,535.07 4,108.15 897.28

Observations 4,380 2,712 816

Note: ***Significant at 1%, **significant at 5%, *significant at 10%

By contrasting Tables 3, 4,5, and 6, we determine that competitive flight number will increase price in the
monopoly market and lower price in the competitive market. The market share of the big three airlines can
increase price in the competitive m arket an d r educe price in the duopoly m arket. T he co mpetitive flight
number can increase all the airlines’ price in the competitive market, whereas in the duopoly market, it will
reduce the price of the big three and endemic airlines. The premium effect for a large plane in the competitive
market is conspicuous. The J-curve effect is most significant in the duopoly market.

6. Conclusion

In the paper, we examine the determinants of airline pricing under different market structures using data on
China’s major routes. The empirical results show that the influencing factors of airfares under different market
structures not only have something in common but also display some remarkable differences. In all markets,
the relationship of route distance and price is positive. On average, price will increase by 0.66% to 0.79% as
the distance increases by 1%. The price for the flights that fly from 9 A.M. to 5 P.M. is higher, i.e., the premium
effect during p eak times. Compared with medium planes, the price for small planes is higher. C ompetition
from HSR reduces airfares dramatically in all markets. Booking days preceding departure exhibits the J-curve
effect and the minimum price level is observed in the 1 or 2 weeks before departure. In the monopoly market,
the larger the number of flights, the higher the price, whereas in the other markets, the exact opposite trend is
observed. In the competitive market with three or more airlines, market share can increase price. By contrast,
in the duopoly market, market share will reduce price. The competitive flight number within 1 h before or
after d eparture time can decrease p rice in m onopoly an d d uopoly m arkets, an d p rice decreases in the
monopoly market are much more than in the duopoly market. By contrast, in the c ompetitive market, the
larger the number o f competitive flights, the higher the price. In the monopoly market, the price for large
planes is relatively lower, whereas in the competitive market, the price for large planes is evidently higher.
The price set by the big three airlines in the monopoly market is conspicuously lower, whereas in the duopoly
and competitive markets, the big three airlines possess remarkable pricing advantage.

Furthermore, we obtained some interesting results by distinguishing airlines based on their ownership nature
under three market structures. By comparison, we show that route distance affects airfare positively. F light
number affects all airlines positively on monopoly routes, but negatively on competitive routes. In the duopoly
market, flight number produces negative effects on private airlines, whereas for other airlines, the effect is
unclear. The market share of the big three airlines can increase and decrease price significantly in competitive
and du opoly markets, respectively. F or e ndemic airlines, the e ffect is not e vident. T he competitive flights
within 1 h before or after departure can increase airfare on the competitive routes. The effect is insignificant in
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the monopoly market, however, a negative effect on the big three and endemic airlines was observed in the
duopoly market. Competition from HSR can reduce the price of all airlines in all markets. The premium effect
of large planes on competitive routes is significant, but not on other routes. On monopoly routes, the price for
small planes set by endemic airlines is evidently lower and the premium effect of private airlines is significant.
By contrast, on duopoly and competitive routes, the premium effect for small planes is obvious. The big three
airlines present an obvious premium effect during peak times in all markets, endemic airlines have a premium
effect on competitive routes, and private airlines have a premium effect on duopoly markets. In the duopoly
market, all airlines exhibit a significant J-curve effect. On monopoly routes, endemic airlines also show an
obvious J-curve effect. By contrast, for the rest of the cases, the price dynamic path increase smoothly and
steadily rather than follow the J-curve effect.
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Abstract

The view in Europe is that excess demand for capacity at congested European airports necessitates regulation
of airport slots so as to ensure the fullest and most efficient use of existing capacity at coordinated airports
while maximising consumers’ benefits and promoting competition.

This paper explores the development of the European Union (EU) framework on airport slot allocation and
slot exchange over the past two decades. Council Regulation (EC) 95/93 laid down common rules for the
allocation of slots at Union airports', followed by four amendments (2002", 2003", 2004" and 2009") that
represent a gradual, comprehensive revision process towards developing a more flexible system of airport slot
allocation.

The European Commission adopted a comprehensive set of measures vis-a-vis the ‘Better Airports’ Package
in 2011. This comprised a policy summary document and three legislative measures on ground handling,
noise and airport slots.” The cornerstone of the policy is the Commission’s Proposed (Recast) Slots
Regulation™. At first glance, the Parliament’s Amendments seems to campaign for further liberalisation of the
internal air transport market on the one hand, and re-regulation of it on the other.

First, this paper considers key changes in the Parliament’s Amendments under two headings: ‘streamlining
the slot allocation regulation’ and ‘legalisation of slot exchange’. Next, with reference to relevant case law of
the Court of Justice of the European Union (CJEU) and the adopted ‘essential facilities’ doctrine, this paper
discusses state-owned airports and possible ‘airport favouritism’, particularly relating to access, charges/fees
and allocation of slots. Finally, this paper examines recent outright purchases of slots by incumbent airlines.
The author posits that the effects of the ‘legalisation’ but light-touch regulation of slot exchange raises
concern over the risk of future abuses of dominance in airport slots, which may thwart the objective of the
Commission’s ‘Better Airports’ Package.

Keywords: airports, dominance, slots, slot trading, slot exchange.

JEL: K2, K21, K33, L41, L42, L43, L93, L13.

1. Introduction

As global demand for air travel rises, so too does air traffic.""" Demand for capacity at many already congested
airports will also increase, necessitating substantial logistical planning™ and often a commensurate level of
regulation.

The ‘airport slot’, a permission given by a coordinator to use the full range of airport infrastructure necessary
to operate an air service at a coordinated airport on a specific date and time for the purpose of landing or take-
off, is an essential tool in the operation of the global airline industry.”

The primary objective of the European Union (EU) framework for the regulation of airport slots is to ensure

the fullest and most efficient use of existing capacity at congested Union airports while maximising
consumers’ benefits and promoting competition. There are two key airport categories that require regulation
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of landing and take-off slots where capacity is deemed insufficient in Europe: schedules facilitated airports™
and coordinated airports.™

The allocation of slots has been regulated for schedules facilitated airports and coordinated airports in the EU
since 1993. The first piece of EU legislation in this area, Council Regulation (EC) 95/93 laid down common
rules for the allocation of slots at Union airports™, or Allocation of Airport Slots Regulation (‘Slots
Regulation’). The legislation formed part of the third of three packages of liberalisation of the EU single
market for air transport.™

A block exemption from the EU competition rules for scheduling and slot allocation consultations via the
International Air Transport Association (IATA) was in place from 1988—2006.™ A proposal by the European
Commission (EC) led to modernisation and simplification of the legal framework for the internal air transport
market in 2006. Since then, the EU competition rules apply to all players in the air transport sector, including
airlines participating in IATA conferences.™”

The aim of the Slots Regulation is ‘to ensure that where airport capacity is scarce, the available landing and
take-off slots are used efficiently and distributed in an equitable, non-discriminatory and transparent way’.*""
It also requires Member States responsible for ‘schedules facilitated”™™" or ‘coordinated™™" airports to appoint
a coordinator or schedules facilitator, and set out the role of the coordinator™ whose role is to distribute

airport slots through equitable, non-discriminatory and transparent means.

The slot allocation rules were amended four times: in 2002, 2003 2004™" and 2009.”" It can be said that
the amendments represent a gradual, comprehensive revision process aimed at developing a more flexible
system of airport slot allocation. For instance, in response to the economic crisis and its impact on EU air
carriers, the so-called ‘use it or lose it’ rule™ was suspended temporarily in 2008 and 2009, allowing air
carriers to keep the same slots for the summer season of 2010 as attributed to them for the summer season of
2009.

Art. 8 of the 2004 Slots Regulation™" sets out the current process of slot allocation, which includes provisions
for ‘slot mobility’™"", or slot trading. In short, ‘slots are allocated from the slot pool to applicant carriers as
permissions to use the airport infrastructure for the purpose of landing or take-off for the scheduling period for
which they are requested, at the expiry of which they have to be returned to the slot pool’.*™" Air carriers may
continue to use a prior allocated series of slots in a subsequent season so long as the series ‘has been operated,
as cleared by the coordinator, by that air carrier for at least 80 % of the time during the scheduling period for
which it has been allocated’. ™™

Further requirements that air carriers must provide required information to the coordinator™, adhere to the
rules governing slot mobility™™, ensure all new slots are placed in the pool™", and not misuse allocated slots,

s Xxxiii

which would otherwise amount to ‘slot abuse’.
2. Studies on Slot Allocation
From 2004 — 2011, the EU commissioned the following three studies on European airport slot allocation:

e the 2004 NERA study to assess the effects of different slot allocation schemes™";

e the 2006 Mott MacDonald study on the impact of the introduction of secondary trading at Community
airports™"; and

e the 2011 Steer Davies Gleave study on the impact assessment of revisions to Regulation 95/93.

The general conclusions offered by the comprehensive studies appear to suggest to varying degrees that the

system is working although it still “prevents optimal use of the scare capacity at busy airports’.*"" Points

raised by the studies points that are most relevant to this paper are discussed below.

NERA Economic Consulting, in conjunction with the Faculty of Law at the University of Leiden and
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Consultair Associates, completed a study in 2004 — ‘Study to Assess the Effects of Different Slot Allocation
Schemes’ — which considered the introduction of market mechanisms for airport slots. The study considered
how customers might be affected in the short term if air carriers are charged to access airport infrastructure,
including landing fees.™ ™ Of particular relevance were those airports where demand exceeded supply

(capacity).
The study also found that in the longer term

... there may be further effects stemming from changes in competitive conditions in airline
markets provoked by the redistribution of slots between different carriers and market
segments. In principle, the use of market mechanisms to allocate scarce airport capacity
might affect conditions of competition in airline markets in two ways: first, through its effects
on the level of concentration in the relevant markets; second, through its effects on market
entry conditions in the relevant markets.™"™

In the main, the NERA report identified ‘the need for regulatory intervention in the markets for slots at
congested airports over and above the powers already available under existing EU competition policy
legislation’™ and possible means of regulatory intervention that might be applied. The study also queried
briefly the application of Art. 102 TFEU to the control of slots by an airport operator and an airline holding a
dominant position at a Union airport.™

A subsequent study entitled ‘Study on the impact of the introduction of secondary trading at Union airports’
by Mott MacDonald and others was published in 2006."" In this study, whilst there is no reference made to
Art. 102 TFEU™, there is good discussion, again, on speculative changes to market conditions following
introduction of secondary trading at Union airports. In that regard, the study specifically finds a likely effect
on market share, specifically around airline alliances.

One of the likely effects is an increase in the market share of existing dominant incumbent airlines,
particularly if they have developed a strong interlining hub. Although this can possibly be viewed as a
deterioration in competition at any one airport, a broader view can be taken whereby — for example — a
strengthened oneworld Alliance (BA and partner airlines) at London-Heathrow will be competing with a
strengthened Star Alliance (Lufthansa and partners) at Frankfurt, and a strengthened Skyteam Alliance at
Paris-Charles de Gaulle and Amsterdam (Air France, KLM and partners). As a result, decreased levels of
competition at each individual airport may be accompanied (even compensated) by increased levels of
competition between alliances at different airports.™™

Indeed, we have seen evidence of the effects on market share at EU airport hubs. Tactical and strategic
alliance partners clearly align their schedules with one another to provide more seamless travel to customers
wherever possible. The effect of this on hub-and-spoke networks is that, in this author’s view, six key airports
in the EU emerge as ‘alliance hubs’: London Heathrow (LHR) and Madrid (MAD) for oneworld Alliance;
Paris Charles de Gaulle (CDG) and Amsterdam (AMS) for Skyteam Alliance; and Frankfurt (FRA) and
Munich (MUC) for Star Alliance (with a mini-hub at LHR). Owing to the focus on alliance traffic, it is likely
that the most profitable routes sought by business and luxury travellers will be best delivered at each separate
alliance hub, and therefore attract frequent flyers from the respective programmes. Taking the EU airports
above as examples, one must agree that the global alliance frequent flyer networks and schedules has become
of paramount importance to gaining market share in the EU."

Steer Davies Gleave concluded an ‘Impact assessment of revisions to Regulation 95/93” and report in 2011.
The study provides an evaluation of the current operation of the Slots Regulation and an analysis of a sample
of 15 airports, including all large EU hubs and other most congested airports, as well as a cross-section of
other large airports. The report also contains an impact assessment of various options for revision to the Slots
Regulation.

Of particular relevance to this paper, the Steer Davies Gleave report provides a review of the Airport Charges
Directive. ™ It finds that the Directive ‘imposes relatively few obligations, mostly relating to non-
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discrimination between users and requirements for consultation and provision of information. Even if a carrier
tried to claim that it was unfairly discriminated against by a slot reservation fee, Article 3 specifically allows
s xlvii

modulation of charges for reasons of public and general interest, and therefore there should be no issue’.
Also, in terms of incumbent airlines enjoying ‘grandfather rights’, the report concluded:

Despite significant new competition in the European air transport market, including the growth of low cost
airlines such as easyJet and Ryanair, the system of historical preference means that it is very difficult for new
entrants to challenge the dominant position of the traditional incumbent airlines at the most congested airports.
At these airports, the mobility (turnover) of slots is very low. Incumbent carriers have little incentive to give
up slots, even when other carriers could use them more effectively than they could.*™"

Interestingly, the report recognises a Progress Report of the Air Traffic Working Group on Slot Trading done
by the European Competition Authorities in 2005™™, which ‘identified a potential problem of “slot hoarding”
— airlines holding slots, even though they cannot use them profitably, with the primary objective of preventing
other airlines from entering the market or from expanding’.1 According to the report, ‘[t]his problem could be
exacerbated by secondary trading, as it provides a means for dominant incumbents to acquire more slots.
However, secondary trading also increases the opportunity cost of slot hoarding, so it is not clear whether it
would make the problem better or worse.”"

Following publication of the three studies™ and holding public consultation on the impact assessment for a
possible revision of the Slots Regulation, the EC adopted a comprehensive set of measures vis-a-vis the
‘Better Airports’ Package in December 2011. The package consists of a policy summary document and three
legislative measures on ground handling, noise and airport slots." The EC also adopted a Communication on
‘Airport policy in the European Union — addressing capacity and quality to promote growth, connectivity and
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sustainable mobility’.
3. Legislative Proposals
According to the Commission,

[it] has been estimated that by revising the current allocation system up to 24 million
additional passengers would be accommodated each year at European airports meaning more
than €5 billion in economic benefits and up to 62,000 jobs by 2025 thanks to a more resource
efficient allocation system."

At the centre of the Better Airports Package is the Commission’s Proposed Recast Slots Regulation (‘EC
Proposal’)", which European Parliament has amended (‘Parliament’s Amendments’)"". At first glance, it
would seem that the Parliament’s Amendments drive further liberalisation of the internal air transport market
on the one hand, and re-regulation of it on the other.

The three key changes in the EC Proposal are:
1) integration of slot allocation with the reform of the European air traffic management system (Single
European Sky);
2) amendment of the 80/20 ‘use it or lose it’ rule and definition of a series of slots and resort to the
airport charge system to discourage the late return of slots to the pool; and

3) introduction of the possibility for secondary trade in slots and increased competition

This paper considers the first two changes above under the headings ‘streamlining the slot allocation
regulation’ and the third change as ‘introduction of slot exchange’; one must be attentive of the distinction.

3.1 Streamlining the Slot Allocation Regulation

According to the EC’s 2011 Airports Package Communication, the objective of the Slots Regulation is ‘to
ensure that access to congested airports is organised through a system of fair, non-discriminatory and

22



transparent rules for the allocation of landing and take-off slots so as to ensure optimal utilisation of airport
capacity and to allow for fair competition”.""

In 1993, when the first Slots Regulation was introduced, national/flag carriers still dominated the EU air
transport market; most of these were also state-owned. The succeeding amendments to the Slots Regulation
have moved in sync with progress in the sector towards a larger, more diverse and competitive market.

The EC appears to attribute some of the sector’s ‘success’ in this regard in reflecting on whether ‘such
progress could have been achieved without a system to ensure that slots at busy airports are allocated free of
any undue influence from government, national carriers or airports’.™ The EC also questions then whether or
not the introduction of market mechanisms for allocation and use, and transparency objectives would be the

most helpful proposals.

In the context of growing airport congestion and the limited development of major new airport infrastructure,
the slots are a rare resource. Access to such resources is of crucial importance for the provision of air transport
services and for the maintenance of effective competition.”™

Additionally, in terms of historical slots, the EC ‘recognises the importance for airlines in terms of stability of
schedules ... but questions whether market mechanisms could be introduced to withdraw or auction historical
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slots’.
3.2 ‘Legalisation’ of slot exchange and introduction of MBMs

Secondary trading, which is defined by the Commission as ‘the exchange of slots for financial or other
compensation”™", is presently ‘legal’ but not regulated.

The EC Proposal:
e adds Art. 106 TFEU™",;
e removes the power to require transfers of slots by public authorities™";
e strengthens the coordinator role and independence, and requires Member States to ensure coordinators
have necessary resources;
e increases the series of slots length from 5 to 15 slots;
adds sanctions for the late handing back of slots; and
e changes the ‘use it or lose it rule’ to 85/15.
Parliament’s Amendments aim ‘to allow for the introduction of market-based mechanisms [MBMs]™" across
the EU provided that safeguards to ensure transparency or undistorted competition are established, including
greater independence for slot coordinators’.™" The rationale is that this will help to ensure a more optimal
allocation of airport slots by ensuring that slots go only to those air carriers able best to utilise them.

Whilst the 1993 Slots Regulation, as amended, is silent on the question of exchanges for monetary and other
consideration, the EC adopted a Communication in 2008 that explained ‘how the rules with respect to the
independence of the slot coordinator, new entry, local guidelines and exchange of slots for monetary and other
consideration should be interpreted’.™" Effectively, this Communication clarified that ‘for the first time that
secondary trading is an acceptable way of allowing slots to be swapped among airlines’."™ It is of interest to
note that UK High Court ruled in 1999 that a slot exchange between British Airways (BA) and KLM was

consistent with national and EU law.

The following are some more recent examples of buying and selling of slots within the UK, by year:
e Flybe sold six pairs of slots to and from London-Heathrow (LHR) for approximately £40 million™
(2004); .
o BA bought 102 Heathrow slots from British Midland (bmi) for approximately £30 rni'lllionl“' (2007);
e the Bland Group sold four pairs of slots at LHR after it sold GB Airways to easyJet™" (2007);
e it was confirmed that Lufthansa had bought BMI in a £223 million deal including 11 per cent share of
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LHR slot market, giving Lufthansa just over 16 per cent™" (2009);

e BA (now IAG) acquired BMI from Lufthansa, including more than 40 pairs of slots at LHR™"; IAG
gave commitments to release 12 pairs of slots at LHR™, which Virgin Atlantic won as ‘remedy slots’,
arguing all the slots should be given to one competitor to create more competitive markets™" (2012);
and

e Flybe, which is struggling financially, sold all of its slots at LGW to easylJet for approximately £20
million™" (2013).

It is likely that the number of ‘successful’ swaps at London airports following the entry into force of the EU-
US Open Skies Agreement™" " prompted the 2008 Communication™™, which was the first step in creating a
market to allocate scarce capacity at EU airports through the introduction of secondary trading in slots and
increased competition. The EC Proposal aimed to adopt the current slot allocation system to development of
market mechanisms, such as with the London experience.

Revision of the existing legislation, however, is not only required for promoting competition. Discrimination
could remain where a Member State favours its national carrier, or an airport favours a particular airline such
as the one with the majority of customers. Additionally, the EC states that since secondary trading in airport
slots ‘does not benefit from a uniform and consistent legislative framework, including guarantees of
transparency and competitive safeguards. It is therefore necessary to regulate secondary trading in slots in the
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European Union’.
4. Parliament’s Amendments

In December 2012, the European Parliament voted on the ‘Better Airports’ Package, in particular the EC
Proposal for the introduction of secondary trading in slots, ‘which goes to the heart of the slot proposals. It
added additional measures to strengthen the EC Proposal on the independence of the slot coordinators across
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Europe and higher transparency of information regarding slot allocation’.

Parliament’s Amendment’s have incorporated the following six key amendments to the text of the EC

Proposal:

1) Rather than introducing ‘market mechanisms’ for the more efficient allocation and use of slots, the EU
will introduce “slot exchange mechanisms’.™"

2) A ‘series of slots” will comprise 5 slots, which have been requested for the same time on the same day of
the week regularly in the scheduling period, rather than the proposed 15.*

3) The following proposed paragraph has been deleted: ‘The determination of the coordination parameters
shall not affect the neutral and nondiscriminatory character of the slot allocation.”™"

4) The position on local rules has been clarified: ‘Local rules shall concern the allocation and monitoring of
slots. Those rules may be applied only where it can be proved that an airport reaches an alarming level of
congestion and that performance or throughput improvements can therefore be delivered through locally
applied rules. Such local rules shall be transparent and non-discriminatory, and shall be agreed on in the
coordination committee referred to in Article 8(3).”™

5) The provision in Art. 11 (EC Proposal) on slot reservation has been deleted.

6) The Commission’s proposed amendment of the 80/20 ‘use it or lose it’ rule to 85/15 has been reverted.
The Parliament’s Amendments retains the 80/20 rule."™"

Parliament’s Amendments incorporate the following point inter alia as new text:

The relevant theory and case law have not yet advanced sufficiently to produce an exhaustive
legal definition of airport slots. As of now it is expedient to be able to work on the
assumption that the use of slots in the public interest — hence not in any strict sense a public
good - may serve as a guideline for a legal definition thereof. It is therefore appropriate to
formulate a definition of slots which establishes that they may become subject to rights and
governs the allocation thereof,™""

Seemingly, this is a call for development of legal and relevant market definitions of slots. If we view airport
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slots as property rights — disregarding for a moment the fundamental question of ‘who are the owners?’ — a
thought is whether we could use the EU competition rules as ‘can opener’ ex post — or whether that is
prevented by Art. 345 TFEU, which provides: ‘The Treaties shall in no way prejudice the rules in Member
States governing the system of property ownership...’. But is there an interference with property rights?
Parliament’s Amendments make the exchange of airport slots valid and promotes the ‘trade-able’ nature of
these (property or contractual?) rights under EU law.

In a similar vein, we might consider the Strasbourg court on protection of contractual rights with respect to
compensation payments following forced divesture or transferring of slots, and in the EU following
International Fruit Company II1."*" By way of comparison, it should be noted that US law does not
recognise slots as property rights: ‘Slots do not represent a property right but represent an operating privilege
subject to absolute FAA control...”

Returning to the question of airport slot ownership, Frankfurt Airport (Fraport) considers, unsurprisingly, that
airports are owners of airport slots and that the DFS (German Navigation Services) is the owner of what they
call ‘airway’ slots. As early as May 2008, the leading international accountancy firm, Deloitte & Touche
LLP, forecasted that ‘airlines would start to value landing slots as assets on balance sheets’.™ Clearly
everybody wants to claim ownership but there is a discernible lack of clarity on the legal definition and effect.

Parliament’s Amendments contain additional amendments signalling longer-term financing of the
development of EU air transport infrastructure via proceeds from slot exchanges collected by each Member
State.*" This might take the form of future taxation on such exchanges.

5. Airport Favouritism?

5.1 Access

On control of slots and access to airport infrastructure, citing the special case of Holyhead I i following
Sabena’s bankruptcy and applying three cases relating to access to seaports™ mutatis mutandis to airports,
the NERA report suggested that:

The abuse of a dominant position is liable to arise in cases where the operator of an airport
seeks to alter slots to the benefit of its main customer-airline. Hence, the operator would
infringe Article 82 EC [Article 102 TFEU]. The fact that the allocation of a slot to the airline
would involve the reorganisation of other slots would not constitute a valid justification of
such a refusal because the operator of the airport as the operator of an “essential facility” is
expected to go to provide market access, that is, airport access, on a fair and non-
discriminatory basis. The operator of the essential facility must carry the burden of proof that
it provided equal access to all users of the facility. The operator of an essential facility is
deemed to go far in order to accommodate the requests for access made by its users. The
above flows from cases, which have been decided upon in the context of access to ports.

Other relevant cases relating to access to seaports are: Rodby-Puttgdrden™’, Elsinore™”" and Roscoff.™ "
52 Charges/fees and allocation of slots

Under EU law, the ‘essential facilities” doctrine imposes on owners of ‘essential facilities a so-called “duty to
deal” with competitors. Under Art. 102 TFEU, a refusal to deal can constitute an abuse of a dominant
position.*""

It is necessary to consider the ‘essential facilities’ doctrine in the light of the Bronner™ case, which
concerned the refusal of a media undertaking holding a dominant position in the territory of a Member State to
include a rival daily newspaper of another undertaking in the same Member State in its newspaper home-
delivery scheme. In that case, the question for the Court was whether a home-delivery scheme constituted a
separate market or whether this was interchangeable with sales in shops and kiosks.*
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The Court, in deciding whether an undertaking in a dominant position has a duty to deal with its competitor,
appears to impose a stricter test of the essential facilities doctrine Bronner. According to Evrard (2004):
It seems that if a facility is indispensable for the requesting undertaking, the refusal to grant
access to it will inevitably prevent that undertaking from competing on the market and, thus,
will eliminate it. Alternatively, if the refusal to use the facility is not likely to eliminate all
competition of on the part of the requesting undertaking, it inevitably means that the facility
is not essential.”

Thus, the effect on the ‘essential facilities doctrine’ in EU law post-Bronner ™ is that the fact that facility has
dominant position is no longer sufficient; the facility must also be indispensable as well.

A scholarly review of key decisions by Evrard (2004)°" reveals that the Court of Justice of the European
Union (CJEU) has been consistent in its application of the Bronner doctrine in subsequent cases. By way of
comparison, we consider the post-Bronner case of Aéroport de Paris.”"”

Aéroport de Paris (ADP) involved airline catering services and two competitors at Paris-Orly Airport. The
CJEU confirmed Commission’s Decision that the legal monopoly running Paris airports, ADP, had abused its
dominant position at Orly Airport by requiring one groundhandler (AFS) to pay a higher fee than another
(OAT), which was discriminatory. The Court held that ‘the relevant market is that for the management of
airport facilities, which are indispensable for the provision of groundhandling services and to which ADP
provides access’.”” With reference to the application by the Commission and Court of First Instance (now
General Court) of British Leyland® to the situation in ADP, the CJEU agreed that the relevant market was
both the management of and access to the airport facilities.

In this judgment, the CJEU strengthened that definition of the relevant market (product) in providing that ‘a
licence from ADP is also a prerequisite for access to the market for the services offered by ADP and such
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access is indispensable for the supply of groundhandling services to airlines’.

It follows that ADP’s authorisation to access the airport was indispensable to carry out the groundhandling
services it requested. The Court confirmed that the owner of an essential facility may not impose
discriminatory conditions on requesting undertakings.”" It is also worth noting that ADP was not present on
downstream market, but the Court found this was irrelevant. The effect on the downstream market was enough
to constitute abuse.™

Whilst no infringement nor jurisprudence have been located on abuse of a dominant position in slots, the
Aéroport de Paris™ case and a few others such as airport charges at Finnish airports”™, landing fees at
Brussels Airport™, and landing charges in use at Portuguese airports™" may be useful for contemplating the
application of Art. 102 TFEU to the system of airport charges and landing fees to market regulation of
secondary trade in slots.™ Airports are indispensable to civil aviation, yes, but are airport slots also
indispensable to airlines? If the answer is in the affirmative then by definition the airport slot must be an
essential facility, too.

One of the foremost aims of the EC Proposal is transparency; this is also referred to nine times in the draft text.
It is likely that greater transparency in the system of slot allocation and trading in the Union will result in less
opportunity for airport, or even Member State, favouritism of airlines.

Also, on an airline holding or being led to acquire a dominant position at a Union airport, the NERA report
referred inter alia to the case on landing charges in use at Portuguese airports.” In that case, the
Commission found an infringement of Art. 101 TFEU in conjunction with Art. 106(2).”"" This is of particular
interest where the airport in question is state-owned.”™""

6. Abuses of Dominance in Slots?

The application of Art. 101 TFEU to airport slot transactions (i.e. sales, transfers or exchanges) could present
difficulties. Individual slot transactions may have only an appreciable effect on competition either on the
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upstream or downstream markets, and therefore be deemed de minimis.c"“ii' Certainly, if a series of slot
transactions are made together then a greater effect on competition is possible.”™

Furthermore, non-compete clauses would likely lead to market sharing and constitute a violation of Arts 101
and 102 TFEU, and Arts 53 and 54 of the EEA Agreement.”™

Turning to Art. 102 TFEU, we query if the introduction of MBMs to the slot allocation system vis-a-vis
legalisation of ‘slot exchange’, which effectively enables the highest bidder to purchase slots, will generate the
first case of abuse of dominance in slots? Or will an undertaking’s dominance in slots at EU airports simply
lead to a strengthened competitive advantage for hub carriers? Efficient hub use is not in itself anti-
competitive; in theory this would lead to benefits for consumers through increased capacities at better timings.
What is unclear is whether the airfares on respective routes will increase as well. Fares will not necessarily
increase merely if a hub carrier exercises market power in slots, and therefore at the airport in question, but
perhaps an increased opportunity for abuse is present in such an environment.

With respect to access to slots, noting of course that air carriers are subject to the EU competition rules,
including the Merger Regulation, it is likely that the acquisition by one carrier of another will continue to lead
to Art. 9 commitments™™ such as divesture of slots and/or return of some of the acquired slots to the pool.

On the one hand, we question whether these types of commitment decisions are changing the ‘regulatory
nature’ of competition law. On the other hand, a novel situation has arisen insofar as air carriers now buy slots
outright. In other words, in the absence of a requirement to report the resulting concentration in slots to the EC
and no investigation®" as such in cases where there is no merger or acquisition, or other joint venture, this
purchase of slots seems to lack oversight. The Merger Regulation is useless in this instance as it cannot be
used ex ante. Is this not then a ‘grey market’, which should be particularly concerning with reference to
dominance and the theory of refusal to supply (slot hoarding) when applying the competition rules?

In terms of access to airport infrastructure, which it is now clear is indispensable to the operation of an air
service; it is ‘very difficult for new entrants to challenge the dominant position of the traditional incumbent
airlines at the most congested airports. At these airports, the mobility (turnover) of slots is very low”.“*" This
is, it is submitted, almost entirely down to the current system of historical preference that is grandfather rights
under the 80/20 ‘use it or lose it’ rule discussed above.

As the Impact Assessment that accompanies the EC Proposal explains:

Dominant carriers are reluctant to give up slots and they are impeding access to the market by
hoarding or babysitting slots. The report by the European Competition Authorities on slot
trading identified as a potential problem the fact that airlines are holding slots, even though
they cannot use them profitably, with the primary objective of preventing other airlines from
entering the market or from expanding (slot hoarding). These airlines could alternatively
proceed to babysitting, by leasing slots to other airlines, but here also competition concerns
could arise: the lessor could restrict the use of the slots by the lessee, it could choose to lease
the slots only to airlines that are not considered to be strong competitors, it could ask for
excessive prices etc.”™"

Whilst the issue is recognised, this area appears to lack adequate oversight.

A further hurdle perhaps, applying even a conservative theory of harm, is showing how reservation of slots, or
‘slot hoarding’, constitutes manipulation of the downstream market.” Arguing the airport slot as upstream is
potentially problematic. What exactly is the downstream market? Whilst an airport may be pricing excessively,
a good defence might be built citing issues with market definition and lack of legal certainty.

7. Conclusions

Art. 6 of the Parliament’s Amendments provides:
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On an annual basis, the coordinator or schedules facilitator shall submit to the Member States
concerned, to the Commission and to all parties involved in their financing at their request, an
activity report describing the general slot allocation and/or schedules facilitation situation ...
[which] shall also contain aggregate and individual data on financial compensation derived
from the sale of slots ... "'

Although the reporting will ensure some transparency of the process of slot allocation and exchange, it is
unclear whether it will also lead to price control or price speculation. Exclusionary behaviour, overbidding
and predatory pricing could ensue. The parties involved in the financing of the coordinator or scheduling
facilitator will tend to include a relatively small group of airlines, which are likely to be the dominant carriers
at the airport(s) concerned. It is questionable, therefore, whether limiting open access to the financial
compensation data will create true liberalised, ‘open market’ conditions for the sale and exchange of airport
slots. Indeed, the small group of airlines will become privileged to the market price for slots at the airport and
may be in a position to influence this price to squeeze out competitors.

Furthermore, in the absence of a formal notification requirement on the sale or exchange of slot with respect
to market share and the EU competition rules, there is a significant risk of only piecemeal economic scrutiny
of those exchanges.

One way to resolve this might be setting caps on slot holdings. In 2005, the UK Civil Aviation Authority
(CAA) and Office of Fair Trading (OFT) considered ‘controls aimed at limiting the actions of specific airlines,
for example a cap on slot holding’™"", but were unclear on how this should be implemented. CAA/OFT
contemplated whether applying a cap on slot holdings only at hub airports could be a way forward. In
conclusion, however, CAA/OFT felt that ‘imposing caps across the board would seem too blunt an instrument,
would risk adverse outcomes, and would be particularly onerous to implement effectively’.”**"" Therefore,
they did not recommend caps in the end.

In any case, it is quite probable that the spirit of liberalisation with a dash of re-regulation will continue to
give way to a gradual introduction of market mechanisms in this area, such as the withdrawing and auctioning
of historical slots. In the meantime, issues arising shall be taken on a case-by-case basis. So, Parliament’s
Amendments appear to be just another step in the liberalisation of the internal air transport market with some
decentralisation®™"™, but it remains to be seen how the markets for slot exchange will react, and competition
authorities will deal, with dominance and abuse in future.

In the meantime, mindful of the semi-recent outright purchases of slots by incumbent airlines examined above,
it should come as no surprise that the ‘legalisation’ but light-touch regulation of slot exchange indeed raises
concern over the risk of future abuses of dominance in airport slots, which may thwart the objective of the
Commission’s ‘Better Airports’ Package. Whilst the European Commission’s intention clearly is to improve
the situation at Europe’s congested airports, the legislative proposal (Recast) it has made, the Common
Position of European Council and Parliament’s Amendments do not appear to go far enough to achieve this.
Ultimately, the coordinators and schedules facilitators must exercise their duty to approve slot purchases and
exchanges that are consistent with the EU and national competition rules — but more precise guidelines on for
slot allocation and exchange are needful, particularly as regards new entrants, economic efficiency and
consumer welfare. Until then, it appears that the current system of allocative efficiency, insofar as slots
purchased will flow to the highest bidder, prevails.
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Abstract

This paper reviews the current applications o f market-based measures (MBMs) in the air transport industry
worldwide and investigates the differences between, and purposes of, various measures. The current MBMs
for mitigating aircraft en gine emissions include e mission c harges, carbon offset and carbon trading. T his
research a ims t o i nvestigate the implications o fp otential MBM schemes o n ai rlines by ev aluating t he
relationship and variation between two data series, namely the carbon trading price and the fuel price. T he
Vector Autoregressive Moving Average (VARMA) model multivariate t ime ser ies analysis is applied for
investigating the c orrelation b etween the carbon trading price and the fuel price. Starting from short term
leading or lagging, a one directional - or an interactive - causal relationship could indicate whether a 1ong-
term eq uilibrium ex ists b etween these t wo se ries. This t ime ser ies m odelling h as b een developed f or
evaluating the various variables that influence airline choices in responding to the application of ¢ arbon
trading schemes. The research results and the suggestions will serve as a g ood reference for government as
well as the industry w hen f acing t he g lobal en vironmental ¢ hallenges of the m ove t owards s ustainable
development.

Keywords: Market-based measures, aircraft engine emissions, greenhouse gases, carbon trading and o ffset,
econometric model

1. Introduction

Despite the economic downturn and unexpected drawbacks that have followed it, the air transport industry is
still forecast to experience a 5-6% annual growth for the next 20 years, with the Asian markets taking the lead.
This g rowth brings m ore e nvironmental pr oblems, not ably ¢ limate ¢ hange, t han ever be fore. The
International Civil Aviation Organisation (ICAQO), major international aviation organisations and national
governments have stated the importance of market-based measures (MBMs) as one of the policy options for
achieving the sustainable development of the industry. These MBMs include environmental charges, taxes,
trading, offset and voluntary agreements generally applied at international, national or airport levels, mainly
for the purposes of mitigating greenhouse gases (GHGs) emitted from aircraft engines. The ICAO council
meeting in October 2010 adopted the development of MBMs for the international industry as one of its first
priorities. The implementation of a global MBM is scheduled for 2020.

Many measures have been i mplemented to mitigate aviation emissions, including improved aircraft en gine
design, aircraft operations, air traffic management and alternative fuels. Market-based measures (MBMs) are
also considered to be one of the effective options (ICAO, 2010; FAA, 2004). MBMs are economic techniques
for internalising externalities, with an attempt to bring the market into the path of maximising social welfare.
In the context of aviation emissions, charges, taxes, carbon trading and offsets as well as voluntary agreements
have al ready b een i mplemented in v arious p arts o f the world. T his paper focuses on ¢ arbon trading and
emission charges, which directly target different emissions from aviation fuel usage and have been widely
discussed and applied. It is worth noting that some countries (such as Germany) have implemented taxes on
air pa ssengers for environmental purposes, whilst domestic fuel taxes, indirectly t argeting em issions, are



imposed in some co untries ( such as the USA). So far international aviation fuel is e xempt from tax by
international treaty (Button, 2005). M ore than 30 airlines in the world o ffer o ffset programmes, known as
passenger volunteer carbon-offset programmes, to their passengers (IATA, 2009; Eijgelaar, 2011).

Aircraft engine emissions have known impacts on human health, vegetation, materials, the ecosystem and the
climate (Lu, 2011). The most notable ones can be considered in two domains: local air quality (LAQ) during
landing a nd t ake-off (LTO) and c limate ¢ hange during t he c ruise s tage. The e xhaust pol lutants N O,, HC
(unburnt hy dro-carbons) a nd C O a re 1l isted int he ICAO e ngine ¢ ertification da tabank ( ICAO, 2012 ).
Nevertheless, research has shown that other pollutants such as particulate matter (PM) and S Oy, which are
also emitted by aircraft engines, also have impacts on human health (Schipper, 2004; Lu, 2009a). While CO,
is well known to have a climate change impact, the effects of NOx on the ozone layer, and of contrails (vapour
trails) are also important. Therefore, the issue should be considered geographically from the local, regional
and global levels, depending on the transport of various emissions.

At a global or international level, emissions trading or voluntary agreements might be a feasible approach in
controlling the total a mount of pollutants from aviation activities. The E uropean Union (EU) decided to
incorporate the aviation industry in the existing European Union Emissions Trading Scheme (EU ETS) from
2012 onw ards, all flights arriving at and de parting from C ommunity aerodromes are included (EC, 2009).
However, t his inclusion has b een temporarily s uspended de pending on t he outcome of the ICAO c ouncil
meeting in 2016.

Some airports have restrictions on the use of aircraft engines, ancillary power units or measures on ground
vehicles and energy use in terminal buildings (CEIT, 2009). However, so far, engine emission charges have
only been put in place at airports in five countries: Switzerland, Sweden, the United Kingdom, Germany and
Denmark (Boeing, 2014). Any emissions charge does not stand alone. In fact, it should be established as a
system or mechanism which takes into account the actual environmental costs, their subsequent impact on
airline o perations an d p assenger b ehaviour, as w ell as t he use o ft he co llected r evenues t o ach ieve t he
maximum social welfare objectives.

This paper first reviews aircraft engine emissions charges at airports, airline passenger voluntary carbon offset
programs and emission trading mechanisms that have been applied worldwide. Section 3 presents the
methodology of the model. Section 4 gives the empirical results of the analysis, followed by conclusions.

2. Overview of the Applications of Market-based Measures for Mitigating Aviation Carbon
Emissions
2.1. Aircraft engine emission charges at airports

So far there only some airports in S witzerland, S weden, Germany, the U nited K ingdom and C openhagen
Airport, that have aircraft engine emission-related surcharges. Swiss and Swedish airports have the longest
history of implementing such charges, both since late 1990s. No other airports joined the move until London-
Heathrow Airport introduced emission charges in 2004, followed by London-Gatwick in 2005 and Frankfurt
in early 2008 ( Fleuti, 2007). B y mid-July 2011, m ore German airports and Copenhagen A irport had also
introduced aircraft engine emission charges. By March 2014, there are a total of 25 airports in 5 countries with
aircraft engine emission charges (Boeing, 2014).

Several different sch emes were applied in the earlier s tages, butinrecenty ears, al 1 t hese ai rports h ave
implemented the same formula for charging aircraft en gine em issions, n amely the one recommended by
European Civil A viation Conference (ECAC). H owever, N O, with an HC emission index as a w eighting
factor, is the only pollutant that emission charges are based on at all of these airports, with different rates (per
kilogram of NO, during LTO with the ICAO certification LTO modes) applied (ECAC, 2003).

Figure 1 shows the emissions charges on three aircraft types (B747-400, A330-300 and B737-800) at five

airports. The unit charge per kilogram of NO, for these airports vary from €2.00 to €7.31 (£6.09). Amongst
the selected airports, London-Heathrow has the highest charges for all aircraft types with around €300 for a
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B747-400, €260 for a A330-300 and €75 for a B737-800, followed by Stockholm-Arlanda. Copenhagen and
Zurich ha ving t he lowest ¢ harges at around 2 5% of H eathrow’s. A s airports revise their user c harges
periodically, charge levels and schemes vary according to when research was carried out. For comparison, in
2007 Stockholm-Arlanda had the highest charge level, followed by Zurich, Frankfurt and London-Heathrow
(Lu, 2009b). Clearly, London-Heathrow has increased the unit charge per kilogram of NO, greater than other
airports in recent years.

Fig 1. Comparison of aircraft engine emission charges at five European airports (as of April 2011)
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The revenues collected from these emission charges are generally earmarked for investment-related emission
mitigation purposes. In the case of Zurich Airport, the revenue from the aircraft engine emission charges is
around 2.0-3.2 million euros. This used to be around 5.0% of the total landing charges, but has now reduced to
around 3.7% (Zurich Airport, 2010). The revenue is solely used for improving air quality, including:

The air quality monitoring system at and around the airport;

The analysis of dispersion model and an inventory of GHGs;

The provision of ground power units for aircraft on aprons;

The installation of compressed natural gas stations for airside vehicles and equipment;

Construction of speed taxiways to improve the aircraft taxiing efficiency;

Research and development in air quality management.

2.2.  Airline passenger voluntary carbon offset programs

More than 30 airlines in the w orld ha ve i mplemented a pa ssenger v oluntary carbon o ffset pr ogram. T he
amount of c arbon e missions per flight v aries a ccording t o flight d istance, a ircraft t ypes and pa yload e tc.
Passengers can choose to pay an extra charge to compensate for their share of the carbon emitted by their
particular flight. Table 1 lists examples of some airlines in the world that run a carbon offset scheme.

Table 1. Examples of Airlines with passenger voluntary carbon offset programs in the world
Region Airlines

Asia and Oceania | o All N ippon A irways, C athay P acific, Japan A irlines, Ma laysia, A ir N ew

Zealand, Qantas, Dragonair

Europe e Air France, A ustrian, British A irways, A ir France, A ustrian, Bluel, Brussels

Airlines, I beria, KLM, L ufthansa, S candinavian A irlines, S panair, S WISS,

TAP Portugal, Virgin Atlantic Airways

North America e Air Canada, United

Africa o Kenya Airways

Source: Airline websites

It can be seen that there are more European airlines with carbon offset schemes, followed by Asian airlines.
Table 2 lists the carbon c ounts for e conomy, b usiness/first cl ass p assengers for sel ected airlines - Cathay
Pacific, Japan Airlines a nd L ufthansa - and the carbon counts estimated by the ICAO carbon emissions
calculator. Table 2 shows that there is not much difference between economy and business classes for short
and medium hauls, but the CO2 emitted has increased significantly for long haul flights. In terms of the unit
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carbon price, Japan Airlines has the highest level at €50/tonne, compared with the lower level of €7/tonne for
the case of Cathay Pacific.

Table 2. Carbon offset comparison of three airlines and ICAO (as of June 2013)
. — Seating Carbon offset | CO, unit price
Flight Organisation Class CO; (kg) (TWD) (TWD/kg)
Economy 98 - -
ICAO Business 98 - -
. Economy 70 19 0.27
One way short-haul Cathay Pacific Business 110 29 0.26
Taipei to Hong Kong Economy 137 116 0.85
Lufthansa Business 205 155 0.76
Japan Airlin Economy 190 386 2.03
P > | Business 190 386 2.03
Economy 187 - -
ICAO Business 187 - -
. Economy 200 52 0.26
One way medium-haul Cathay Pacific Business 300 77 0.26
Taipei to Tokyo Narita Economy 240 194 0.81
Lufthansa Business 361 272 0.75
Japan Airlines Economy 289 588 2.03
P Business 289 588 2.03
Economy 780 - -
ICAO Business 1,561 - -
. Economy 1,080 281 0.26
One way long-haul | C2thay Pacific g s 1,620 42 0.26
Taipei to Los Angeles Economy 1,120 853 0.76
Lufthansa Business 1,680 1319 0.79
Japan Airlines Economy 1,223 2,486 2.03
P Business 2,446 4,872 2.03

Source: Compiled from airlines’ websites
2.3. Emission trading in different regions of the world

A few countries and regions in the world have implemented various forms of emission trading scheme as a
means of mitigating the impacts of carbon emissions. The schemes, such as those in the United Kingdom,
Japan, New Zealand and China, generally i nvolve di fferent domestic industries (ICAO, 2010). A ustralia
imposed a carbon tax in July 2012 as a step towards implementing a carbon trading scheme in the near future.
The European Union Emission Trading Scheme (EU ETS), which started in 2005, has dominated the attention
of the international aviation industry, as the European Commission decided to include international aviation in
the existing E U E TS from 2012 ( EC, 2009 ). This i nvolves i mposing a cap on C O, emissions from all
international flights that depart from or arrive at an airport within the European Union, to or from anywhere in
the world. However, due to opposition from airlines and some countries in different parts of the world, high
expectation has been placed on [ CAO to find a unified global MBM. In order not to get involved in these
questions, this paper aims to examine the characteristics and impacts of trading schemes, rather than their
political aspects.

3. The Vector Autoregressive Moving Average (VARMA)

For econometric analysis tools, the analysis of time series plays a si gnificant role (Hansen and West, 2002;
Hamilton, 1994). The Vector Autoregressive Moving Average (VARMA) has been applied in a significant
number of studies (Bohara and Sauer, 1990; Kascha and Mertens, 2009; Chou and Huang, 2010; Chou, 2011;
Chou et al., 2012). This research will apply the VARMA model t o investigate the dynamic relationship
between the carbon trading price and the aviation fuel price index in order to unde rstand potential airline
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behaviour in response to the application of carbon offset and carbon trading schemes.

We a ssume t he carbon price and t he fuel i ndex series as a s tationary se ries. [ ft he V ARMA m odel is
VARMAC(1,1), then(B)Z, = C + 6(B)a, can be simplified as:

I -¢(B)Z, =(I —0B)a, > of which a formula of matrix and vectors is as Eq. 1:

L 0] | ¢ 3 Carbor.lprice“ _ Lo 6, 6, B % )

0 1 o P Fuel index,, 0 1 0, 0, a,,
In this formula, ¢ (B) = 1—¢IB—---—¢pB” , 0 (B)=1-0,B—---—0,B? are matrix pol ynomials of B, ¢ and
o are k x k matrices, c is k x 1 fixed value vector, a; is random vibration vector of a series of independent

normal d istribution w ith z ero average v alue. The c ovariance m atrixis Y. and t he c onstant v ector C is
regarded as constant C , which can be demonstrated as C =(I 40—~ )p » parameters ¢, and 6, can

be illustrated as the manner in which series i is affected by series ;.

Macroeconomic variables are predominately non -stationary series, and the series which will be analysed in
this research is also a macroeconomic variable. Therefore, prior to estimation using the VARMA model, we
must first conduct a unit root test for each variable, and confirm that both the carbon price and the fuel index
can pass the process of unit root test and are stationary series. Once the series are confirmed to pass the unit
root test, we can then examine the causal relationship of the two sets of series; otherwise, we only can test
whether a co-integration effect exists be tween thet wo v ariables ( Engle a nd G ranger, 19 87). The ¢ o-
integration effect illustrates that the regression relationship between non-stationary variables may also cause a
false causal relationship, and therefore conclusions may be incorrectly drawn. If the carbon price and the fuel
index series are non-stationary, there would be a need to convert them into a stationary series. If the original
series appears stationary after p times of finite difference, we can then call this series a co-integration with p
steps, which can be written I(p). Consequently, after p (p>0) steps co-integrating the non-stationary variables,
namely the carbon price and the fuel index, we can then refer to the carbon price and the aviation fuel series as
p steps p times co-integration, with a symbol Ci(p, p).

Once the carbon price and the fuel index series can be proved stationary, we can then conduct analysis on
their causal relationship. The order of VARMA model for the carbon price and the fuel index series can be
measured as the best candidate model through SCAN (the smallest canonical), which is derived from Partial
Autoregression (PAR). The SCAN method provides an easier method of deciding the most suitable candidate
model than PAR (Liu et al. 2004, 2005; Chou and Lin, 2010). This research will therefore apply the SCAN
method to test the suitable steps of VARMA, and to seek necessary information.

4. Empirical Analysis

This paper employs the VARMA model to c onstruct a dy namic model b etween the c arbon price and the
aviation fuel index to conduct its analysis. Since the main purpose is to understand the relationship between
various variables in the system, this model can address the shortcomings of the univariate time series, and can
analyze whether a feedback relationship exists between the series (Hamilton, 1994). The VARMA model is
able t o ¢ ollect m ore kn owledge o n t his r elationship a nd ¢ ollectively d evelop m odels w hich ¢ an o btain
information from a related series, thereby effectively constructing a dynamic relationship among the variables
and improve forecasting accuracy.

There are various carbon trading markets in the world, such as the European Climate E xchange (known as
ICE Europe), the Chicago Climate Exchange (CCX), the UK Emissions Trading Group (ETG), the Australian
Climate Exchange (ACX) and the China Tianjin Climate Exchange (TCX) etc.

This research uses the historical Brent fuel price (BRENT) (Figure 2) and carbon trading price (EAU) from
ICE E urope (Figure 3) as the two major d ata sources for VARMA an alysis. T he research collected t he
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BRENT and E AU w eekly d ata s eries for the total time period of 6y ears from 5" January 2007 to 31*
December 2013, with a total of 365 data sets. The BRENT trend shown in Figure 2 has an average of 92.172
with a standard error of 23.938 (min 39.400, max 142.540). Figure 3 shows the trend of EAU and an average
of 14.298 with a standard error of 6.420 (min 3.130, max 30.550).

Fig2. The BRENT fuel price for 2007 — 2013 (US$/barrel)
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Fig 3. The EAU trend for 2007 — 2013 (euros/tonne)
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4.1 BRENT and EAU unit root test

Macroeconomic v ariables are g enerally n ot st atic series. A s b oth B RENT and E AU ar e co nsidered a s
macroeconomic variables, there is a need to conduct a unit root test to understand whether both indices are
static series. Before running the V ARMA model, the Augmented D ickey-Fuller (ADF) unit root test was
conducted. The results, shown in Table 3, suggest that the two data series were discovered to be stationary
with a first differential order within the 1% significance level, despite the fact that the original series did not
pass the t est. H owever, t his concludes thatthe BRENT and E AU series have al ong-term e quilibrium
relationship (Engle and Granger, 1987).



Table 3. BRENT and EAU unit root test results

ADF test Original series First differential order
BRENT -2.035 -15.237%**
EAU -1.786 -14.017%**

Note: The criteria for the ADF unit root test ADF within 1%, 5% and 10% significant levels
are -3.448, -2.869 and -2.571 respectively, which are denoted as ***, ** and *.

4.2. VARMA analysis of BRENT and EAU

This paper uses SCAN to analyze the VARMA model. Table 4 shows the SCAN chart with the vertical axis
for the differential order of P and the horizontal axis for the differential order of Q. The most appropriate
differential order of VARMA is revealed when both orders are vertically intercepted with P and Q at the first
differential order. Table 4 illustrates that VARMA (1,1) is the best model for BRENT and EAU.

Table 4. Results of SCAN Analysis
P Q|0 1 2 3 4 5 6
0 X 0] X 0) 0] 0] X
1 X 0] 0] 0] 0] 0) 0)
2 X ) ) 0) 0] 0) 0)
3 X 0) o) o) 0) o) o)
4 0) 0) 0] 0) 0] 0] 0]
5 X 0] 0] 0] 0] 0) 0)
6 X 0] 0] 0] 0] 0) 0)

The m ethod of m aximum I ikelihood estimation (MLE)is used for the e valuation of V ARMA, w ith the
insignificant parameters set to be zero. Under the matrix model Eq. 2, the BRENT and EAU are inter-related.
The modelling results show that a relationship exists between BRENT and EAU in both directions. BRENT is
influenced by its previous price level and the EAU price. However, if the significance level is increased to
1%, shown as the matrix model Eq. 3, only the previous series might have influence on later ones for BRENT,
but there is no clear relationship between BRENT and EAU. This is due to the fact that the EAU level has
been decreasing over the past few years with huge variance for the time period of 2007 — 2013, whilst the
BRENT index is still quite high.

'BRENT,]
| EAU, ]*
[ 0.000 0.892  0.010 0.810  —0.004
(0000) | |(0.067) (0.01D) [BRENT}_;L] [amgmﬁ]_ (0.089) (0.004) [QBREN?}_ll
~0.001 ~0341 0011 || EAU,, agav, | 7| 1311 0863 || @zav,_,
[(0.002) (0.739)  (0.067) (1.005) (0.040) 2)
0.000 0.746
[BRENT,| _|(0.000) 0853 © \11BRENT, ,] . [@srent] [(0.119) agrent,_, 3)
| Eau, |~ |—0001 |*[(0093) [ EAU,_, ] [amut ]_ 0.841 [amr_l ]
(0.001) o 0 0 (0.027)

On the other hand, the authors have used the data from January 2006 to January 2013 for the same analysis.
The modelling results show that a relationship exists between BRENT and EAU in both directions. BRENT is
influenced by its previous price level and the E AU price, as well as the previous level of E AU corrected
factors. EAU is influenced by its previous level and the BRENT level as well as the previous level of BRENT
corrected factors. Both BRENT and EAU exert directional influence of each other. On first examination this
result appears to be contrary to what was expected: an increase in fuel price should encourage e conomizing
measures from oi | ¢ onsumers, t hereby r educing c onsumption and c reating a glut of ¢ arbon pe rmits, t hus
reducing the price of these. On the other hand, such economic measures will also have a downward effect on
the oil price itself for the same reason.



5. Conclusions

A review has been undertaken of aircraft engine emission charges, airline carbon offset and emission trading
measures employed in the aviation industry. There is a factor of 7 difference between the highest and lowest
charge per kg of carbon in the offset schemes studied.

Through application of the VARMA model, there is no clear relationship found between the Brent oil price
index and the EU climate exchange carbon trading price for six years of data from 2007-2013. The reason is
mainly due to the e conomic downturn from 2008 o nwards, r esulting in l ess fuel c onsumption and hi gher
carbon quota than the industry needs (Haita, 2013).
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Abstract

According to ACI's survey, the growth of global air cargo from years 2010 to 2012 is only one million tons.
The growth rate is just 0.2% in 2011, lower than the growth rate in the past. The air cargo market faces a short
saturation. When airlines do not expect an optimistic air cargo market in the near future, they tend to allocate
more resources to maintain existing customers rather than to develop new markets. Therefore, it is essential
for airlines to understand their customers’ preferences toward air cargo services. This study will survey air
cargo forwarders who are operating in five major regions (China, Northeast Asia, Southeast Asia, North
America and Europe) to elicit their preferences toward air cargo services provided by one major airline based
in East Asia. Five items (fare, space, flight stability, services and network) are used to represent forwarders’
preferences. Respondents are clustered by their regions to investigate any differences and similarity among
different clusters. Additionally, the reason that forwarders would like to continue cooperating with the airline
is cross-tabled with their preferences to get insight into how preferences affect forwarders’ purchasing
behavior.

Keywords: air cargo service; cluster, global air cargo carrier.

1. Introduction

According to ACI's survey, the growth of global air cargo from years 2010 to 2012 is only one million tons
(ACI, 2012). The growth rate is just 0.2% in 2011, lower than the growth rate in the past. The air cargo market
faces a short saturation. When airlines do not expect an optimistic air cargo market in the near future, they
tend to allocate more resources to maintain existing customers rather than to develop new markets. As air
cargo market faces a short saturation, airlines need to find a way out to increase their competitiveness. It is
essential for airlines to understand their customers’ preferences toward air cargo services.

Various factors that have a bearing on air freight services have been identified in the literature. For example,
Farshid et al. (2012) demonstrate that dynamic routing with real-time information can improve delivery
reliability and reduce expected costs. Additionally, the relationship between airline services and customer
satisfaction has also been addressed. Hsu (2006) shows that airline cargo service quality has a positive
influence on customer (forwarder) satisfaction and customer satisfaction had a positive influence on his/her
loyalty. Therefore, how to make customers (forwarder) feel satisfied is an important issue for airlines to
increase competiveness. Maarten and Verbeeten (2014) indicate that customer satisfaction is a value driver;
however, customer satisfaction is not cost-free and managers have to consider the costs, as well as the benefits,
of increasing customer satisfaction.

To increase customer satisfaction, it is very important for airlines to understand the preferences of their
customers. Meng et al. (2010) indicate that airlines have five key service criteria of importance: delivery value,
knowledge innovation value, service value-added, information value, and performance satisfaction value.
They also mention four key customer satisfaction factors: reliability, agility, customization, and flexibility.
Liu (2008) indicates that the ‘quality and efficiency of export cargo’ is the most import factor to be considered
by managers of both terminal operators and freight forwarders. Chen (2007) reveals that the following five
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items of service quality need to be urgently improved: complete information system, service personnel's
specialized ability, variety of services, capability of tracing goods, accurate flight schedules.

This study will survey air cargo forwarders who are operating in five major global regions (China, Northeast
Asia, Southeast Asia, North America and Europe) to elicit their preferences toward air cargo services provided
by one major airline based in East Asia. The target airline uses five items to represent forwarders’ preferences,
namely fare, space, flight stability, services and network. According to the experiences of the target airline,
these five categories seem to work well in defining forwarders’ preferences.

Fare is one of the major factors that influence the forwarder’s costs; therefore the flexibility/discount of fare
affects a forwarder’s choice about carriers. For example, if airlines offer forwarders with long-term
relationships a good price, they would be more willing to maintain the cooperation with airlines. Space means
how much capacity airlines can offer when forwarders are looking for a space for their shippers. There are two
ways to offer enough capacity: size of fleet and optimum deployment. Flight stability is a measure to show
that flights offered by airlines can be implemented as scheduled. An airline with good flight stability can make
sure that cargo can be delivered to destinations on time. Service includes reservation services and transport
services. Reservation services indicate that airlines’ staff take responsibility for customer order and arrange
capacity for forwarders. Transport services are the process of delivery cargo to the destination, including
loading, unloading, transshipment, and so on. Network is an airline’s ability to deliver cargo to specific
destinations requested by shippers. Different airlines offer services to different destinations. The more
destinations an airline can serve, the more forwarders she can attract.

Respondents are clustered by their regions to investigate any differences and similarity of their preferences
among different clusters. Additionally, the reason that forwarders would like to continue cooperating with the
airline is cross-tabled with their preferences to get insight into how preferences affect forwarders’ purchasing
behavior. The results of this study can provide global air cargo carriers useful information to improve their
services in various regions.

An explanation of how the sample is obtained is presented in the next section. The third section analyzes those
obtained data with descriptive statistics and discusses their empirical implications. The final section concludes
this research.

2. Sampling and Questionnaire Design

The survey was conducted through on-line questioners in June and December 2013. An email was sent to each
sampled forwarder of the target airline to ask the forwarder to fill our questionnaire on a specific website.
More than two thousand emails were sent out and about one thousand effective questionnaires were received,
giving an overall response rate of about 50.0%. The exact number of sampled respondents is not provided in
this paper in order to avoid the identification of the target airline. The sampling was clustered on the basis of
five service areas provided by the airline: China (CH), Northeast Asia (NE), Southeast Asia (SE), North
America (NA) and Europe (EU).

Two sets of questions were included in the questionnaires. The first one asked the forwarder to choose the
most satisfied and unsatisfied factors provided by the airline of interest. The second one asked forwarders
whether or not they would like to cooperate with the airline in the future. The respondents were also asked to
choose a factor from the previously mentioned five ones, i.e. fare, space, flight stability, service and network,
for their decisions.

3. Analysis

This section conducts three types of analysis. The first one investigates the most satisfied factor chosen by
forwarders, based on their business with the airline of interest. The second one analyzes the reason why
forwarders are willing to maintain cooperation with the airline. At the end, the reason that forwarders would
like to continue cooperating with the airline is cross-tabled with their preferences to get insight into how
preferences affect forwarders’ purchasing behavior.



3.1 The most satisfied factor

This section shows the result of forwarders’ most satisfied factor. As indicated in table 1 and figure 1, the
percentage of sampled forwarders that chooses service as the most satisfied factor is the highest one in each
geographical area. This implies that service, relatively speaking, is the most important competitiveness of the
target airline in all regions. Differences, however, exist in the second factor among different regions. In China,
forwarders label space as the second satisfied factor. Recently, China becomes more open in her air cargo
market and there are many destinations that are accessible by air services. The airline of interest now provides
a lot of space for forwarders to book. In Northeast Asia, the second satisfied factor is network. Traditionally,
NE is the gateway between Asia and other regions such as NA, India, and Middle East. Airlines that serve NE
usually provide more destinations for forwarders to choose. Therefore, the factor of connectivity becomes the
second satisfied factor in NE. For the target airline fare is the least satisfied factor in both CH and NE. This is
not the case in other regions. Fare has been chosen as the second satisfied factor in SE, NA and EU.
Interestingly, fare has been the most important competitive issue in these regions due to various reasons. In SE
this is because of severe competition. In the markets of NA and EU, fare competition results from Trade
imbalance. As indicated in table 1, the target airline’s competitiveness in fare in these three regions is better
than in CH and NE, relatively speaking.

Table 1. Forwarders’ most satisfied factor with the airline

Area Fare (%) Space (%)  |Stability (%) |Service (%) [Network (%) |Others (%) |Total (%)
CH 7.7 15.0 13.1 56.6 5.8 1.8 100.0
NE 9.1 12.5 9.1 51.1 17.0 1.1 100.0

SE 21.8 7.9 9.4 55.9 4.8 0.3 100.0
NA 13.5 3.5 6.5 74.7 1.2 0.6 100.0
EU 11.6 5.7 11.5 63.2 6.9 1.1 100.0
Total 12.7 8.9 9.9 60.3 7.1 0.9 100.0

3.2 The reason why forwarders are willing to maintain cooperation with the airline

This section investigates the reason why forwarders are willing to maintain cooperation with the airline of
interest. As indicated in the last row of Table 1, the major reason for the forwarder’s decision of continue
cooperating with the airline is service (40.7%), which is followed by fare (23.3%), space (13.5%), stability
(11.8%), and network (8.8%), from high to low respectively. The diversity of answers is evident with the fact
that no single factor represents the choice of more than 50% of the total sample. Among all factors, service is
the one that more forwarders consider as the reason for maintaining cooperation with the airline. One reason
for this result might relate to its wider range of coverage which includes the delivery service and staff service.
Another reason might be that forwarders are extremely sensitive to the condition of their cargo and the staff
they encounter while using air cargo services. The attitude and proficiency of airline staff will directly affect
the feeling of forwarders. Additionally, by examining whether or not a shipment arrives on time with required
conditions forwarders can judge the quality of services provided by airlines. As a result, these reasons can
explain why service is considered by more forwarders when they make a decision to continue doing business
with the airline of interest.

Except for service, fare is another factor that is chosen by about a quarter of the sample. Forwarders collect a
large amount of cargo and book the space in lower prices and charge customers at a higher rate to make a
profit. Therefore, the fare level will affect the profits of forwarders and is considered as a non-ignorable factor.
In the current air cargo market, each airline still charges differently for the same origin-destination service
even though IATA (2014) has announced the TACT Rule as a reference. The fare involved trade secrets so
that no one published the rate to public. For this reason, forwarders must care fare charged by the airline and
query each airline under consideration.

It is possible that forwarders in different regions have different reasons for continue cooperating with the
target airline. This issue is also illustrated in Table 2. In each region, service is the major factor that
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forwarders are willing to maintain cooperation with airlines. However forwarders in different regions have
different opinions on the secondary factor. In SE, NA and EU, the secondary factor is fare. On the other hand,
in CH and NE the factors are space and network, respectively.

More forwarders in SE, NA, and EU consider fare as the reason for decision to continue doing business with
the airline than forwarders in other regions. As mentioned in section 3.1, this implies that relatively the target
airline’s competitiveness in fare in these three regions is better than in CH and NE. Huge demand in
important/export market in SE causes strong competition. Airlines must provide lower prices for forwarders to
obtain better market share. As indicated in section 3.1, fare competition in NA and EU results from Trade
imbalance. More air cargo is shipping from East Asia to NA and EU than the other way.

Forwarders in China choose space as the secondary factor. Due to the continuous growth in economy and her
open policies in air transportation, China’s market of air cargo continues to grow and there are many
destinations accessible by air services. The airline of interest now provides a lot of space for forwarders and
maintains her competitiveness in space.

The main reason that the target airline maintains her competitiveness in network in NE is that the long-haul
services from NE to NA and EU are not adequate. For example, Japan only operates short-haul freighter
routes in NE. Only Northeast China, South Korea and Taiwan provide long-haul routes to NA and EU.
Northeast China re-exports air cargo to EU via Russia, South Korea has some destinations in South America
and Taiwan has more destinations in NA.

Table 2. Forwarders’ preferences of maintaining cooperation with the airline

Area  |Fare (%) Space (%)  |Stability (%) |Service (%) [Network (%) |Others (%) |Total (%)
CH 14.0 14.4 11.4 52.2 5.0 3.0 100.0
NE 13.1 19.0 14.3 31.0 21.4 1.2 100.0

SE 29.3 11.3 6.6 46.3 6.0 0.6 100.0
NA 30.2 10.2 16.1 36.1 5.9 1.5 100.0

EU 30.1 12.6 10.7 37.9 5.8 29 100.0
Total  |23.3 13.5 11.8 40.7 8.8 1.8 100.0
3.3 Cross tabulation analysis

The section of 3.1 investigates forwarders’ most satisfied factors with the target airline and section 3.2
analyzes reasons that forwarders are willing to maintain cooperation with the airline. As indicated in Table 1
and 2, results from both sections are very similar. This leads us a reasonable hypothesis that a forwarder’s
satisfaction with a specific factor might affect her reason for maintaining cooperation with the airline of
interest. This section conducts a cross tabulation analysis (CTA) to validate the hypothesis. To take the
diversity of geographical locations into account, the CTA is conducted for each region. Since the sample size
is only about 1000, which is not enough when divided into five regions, two actions have been taken to avoid
violating the assumption of normal distribution as made by the standard chi-square test. First, reasons why
forwarders are willing to maintain cooperation with the airline are divided into two categories, "service" and
"others," as shown in the first column of tables 3.1 to 3.5. "Service" consists of respondents who choose
service as their reason, and "others" contains respondents who choose all other reasons. Secondly, the Fisher’s
Exact Test is used, which is based on the assumption of Binomial distribution. Results of the CTA of each
region are shown from tables 3.1 to 3.5, which are then summarized in table 3.6.

As shown in Tables 3.1 to 3.6, the null hypothesis that forwarders’ reason for continuing cooperating with the
target airline is independent from their most satisfied factor is rejected in the regions of CH, NE, SE, and NA,
when the level of significance being set at 0.2 (Tables 3.1, 3.2, 3.3, and 3.4). It indicates that forwarders’ most
satisfied factor will affect their reason for continuing cooperating with the target airline. For example, Table
3.1 reveals the result of CTA in China. Among respondents who choose the reason to continue as "service,"
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about 62.2% indicate that service is the most satisfactory factor, which is greater than the number (50.4%)
among respondents who choose the reason to continue as "others."

Conversely, the satisfied factor of forwarders in EU does not affect their reasons for the continued cooperation
with the target airline. In Table 3.5, for example, the difference between the percentage of forwarders who
choose "service" as their reason for keep cooperation and are most satisfied with service (59.4%), and the
percentage of forwarders who choose "others" as their reason and are most satisfied with service (65.5%) is
not statistically significant.

For the target airline, this information will help her to increase the effectiveness of investment and reduce the
chances of a wrong investment. Therefore, it is more likely for the airline to make an efficient investment with
limited resources. In this study, investigation results reveal that forwarders’ most satisfied factors and their
reasons for continuing cooperating with the airline are relevant in China, Northeast Asia, Southeast Asia and
North America. Thus, if the target airline can keep the most satisfied factor (service in this study), she will
maintain the cooperation with forwarders in these four regions. In Europe, the most satisfied factors of the
forwarders do not interact with the reasons for continued cooperation with the airline. A further study is
necessary to get insight into the relationship between forwarders’ preferences and their behavior after
purchasing and using air cargo services.

The relationship between forwarders’ preferences and their willingness to continue coopering with the target
airline is further validated by the analysis shown in Table 4. In Table 4, forwarders who refuse to continue
cooperating with the airline of interest are cross-tabulated with respect to their most satisfied factor. The null
hypothesis is rejected at the level of significance being set as 0.1. This again implies that forwarders’ reason
for not willing to maintain cooperation with the airline interact with their most satisfied factor. Results of
analysis indicate that the distribution of choosing "service" and "others" as their refusing reason appears
different. The percentage of forwarders who choose "service" for refusing reason and feel service as the most
satisfied factor (50.0%) is lower than the percentage of forwarders who choose "other" for refusing and feel
service as the most satisfied factor 69.2%). It shows that forwarders who refuse to maintain cooperation
because of "service" feel less satisfied in service at the same time.

Table 3.1 Cross tabulation analysis of CH
Most Satisfied Factors (%) Total
Fare Space | Stability | Service | Network | Others
Reason to continue | Service (52.2) | 5.6 14.7 13.3 62.2 2.8 1.4 100.0
(%) Others (47.8) | 9.9 15.3 13.0 50.4 9.2 2.3 100.0
Total 7.7 15.0 13.1 56.6 5.8 1.8 100.0
Fisher’s Exact Test: Value is 8.427. Exact Significance (2-sided) is 0.128*.
Table 3.2 Cross tabulation analysis of NE
Most Satisfied Factors (%) Total
Fare Space | Stability | Service | Network | Others
Reason to continue | Service (30.7) | 11.1 3.7 11.1 66.7 7.4 0.0 100.0
(%) Others (69.3) 8.2 16.4 8.2 443 21.3 1.6 100.0
Total 9.1 12.5 9.1 51.1 17.0 1.1 100.0
Fisher’s Exact Test: Value is 7.144. Exact Significance (2-sided) is 0.181*.
Table 3.3 Cross tabulation analysis of SE
Most Satisfied Factors (%) Total
Fare Space | Stability | Service | Network | Others
Reason to continue | Service (53.5) | 17.5 4.5 9.6 64.4 34 0.6 100.0
(%) Others (46.5) | 26.6 11.7 9.1 46.1 6.5 0.0 100.0
Total 21.8 7.9 9.4 55.9 4.8 0.3 100.0
Fisher’s Exact Test: Value is 15.8666. Exact Significance (2-sided) is 0.004%.
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Table 3.4

Cross tabulation analysis of NA

Most Satisfied Factors (%) Total

Fare Space | Stability | Service | Network | Others
Reason to continue | Service (41.2) | 11.4 0.0 10.0 77.1 1.4 1.4 100.0
(%) Others (58.8) | 15.0 6.0 4.0 73.0 1.0 1.0 100.0
Total 13.5 3.5 6.5 74.7 1.2 1.2 100.0
Fisher’s Exact Test: Value is 7.844. Exact Significance (2-sided) is 0.128%,

Table 3.5 Cross tabulation analysis of EU

Most Satisfied Factors (%) Total

Fare Space | Stability | Service | Network | Others
Reason to continue | Service (36.8) | 9.4 6.3 18.8 59.4 6.3 0.0 100.0
(%) Others (63.2) | 12.7 5.5 7.3 65.5 7.3 1.8 100.0
Total 11.5 5.7 11.5 63.2 6.9 1.1 100.0
Fisher’s Exact Test: Value is 3.333. Exact Significance (2-sided) is 0.694.

Table 3.6 Summary of cross tabulation analysis in all regions
Area Value Fisher’s Exact Value Exact Sig. (2-sided)

CH 8.427 0.128%*

NE 7.144 0.181%*

SE 15.866 0.004*

NA 7.844 0.114%*

EU 3.333 0.694

Table 4. Cross tabulation analysis of forwarders refusing to maintain cooperation with the airline
Most Satisfied Factors (%) . Total
Fare Space | Stability | Service | Network | Other

Reason for not | Service (17.0) | 12.5 12.5 0.0 50.0 0.0 25.0 100.0

continuing (%) Others (83.0) | 10.3 5.1 12.8 69.2 2.6 0.0 100.0

Total 10.6 2.1 4.3 66.0 6.4 10.6 100.0

Fisher’s Exact Test: Value is 9.006. Exact Significance (2-sided) is 0.058*.

4. Conclusion

The purpose of this research is to investigate forwarders’ preferences toward air cargo services provided by a
specific airline based in East Asia and their purchasing behavior after using the service. Research results offer
the airline a reference of investing or improving their services in the present air cargo market. Results also
indicate that the best way to elevate the airline’s competitiveness is to realize what forwarders want.

To explore forwarders’ preferences, a set of data from a customer satisfied survey conducted by the airline of
interest is investigated. The research reveals reasons why forwarders are willing to continue the cooperation
with the airline. In addition, these reasons are cross-tabulated with respect to forwarders’ most satisfied factors
to investigate the relationship between these two variables.

Research results indicate that more forwarders in every region choose service as the reason why they maintain
the cooperation with the airline and they feel that service is the most satisfactory factor. On the other hand, the
second factor that forwarders choose exists variation in different regions. In China, forwarders choose space.
In Northeast Asia, forwarders choose network. In Southeast Asia, North America, and Europe, forwarders
choose fare. Furthermore, the result of cross-tabulation analysis shows two opposite facts. In CH, NE, SE, and
NA, reasons why forwarders maintain cooperating with the airline are affected by their most satisfied factors.
Conversely, in EU, the relationship is not statistically significant.
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In brief, service is the worthiest item for target airline to invest, and the target airline should focus on service,
which is the most satisfied factor in each region. Additionally, forwarders in CH, NE, SE, and NA tend to be
influenced by the most satisfied items while choosing airlines. Therefore, the target airline can sustain the
competitiveness and maintain the cooperation with forwarders by focusing only on the most satisfied items. In
the EU, however, the forwarders’ most satisfied factor has little relationship with their preferences. As a result,
the target airline must spend more resources on searching for forwarders’ preferences.

This research provides the target airline a reference for investing or enhancing their air cargo service in the
future. They can be more effective for allocating resources to important factors.
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Abstract

Hinterland networks for container transportation require planning methods in order to increase efficiency and
reliability of the inland road, rail and waterway connections. Earlier proposed centralised methods can in
theory find the optimal solution for the multimodal inland transportation problem in retrospect, but are not
suitable when information becomes gradually available. Besides real-time up-to-date information on inland
services necessary for applying these methods in practice is typically not available. In this paper we aim to
derive online decision rules for suitable allocations of containers to inland services by analysing the solution
structure of a centralised optimisation method used offline. The online decision support system (DSS) must be
able to instantaneously allocate incoming orders to suitable services, without the need for continuous planning
updates. Such a DSS is beneficial, as it is easier to implement in the current practice of container
transportation than a fully automated planning system, while providing a better performance. A case study is
used to show the method’s purpose and to compare the quality of the resulting plan with alternatives.

Keywords: Intermodal planning; Synchromodal planning; Container transportation; Decision support,
Decision trees.

1. Introduction

Continuous growth of global container volumes puts increasing pressure on the inland road, water and rail
connections, especially in developed countries with limited public support for infrastructural expansion.
Simultaneously, shippers require more reliable inland connections because their supply chain demands for
just-in-time delivery, and the environmental impact of the inland transportation is increasingly bound by
restrictions from governments and from shippers themselves. The port of Rotterdam is one of the few major
ports in the world with three inland modes of transportation. Although the inland network has sufficient
capacity in general, temporary congestion occurs frequently on all inland modes: road, water, and rail
connections. Most inland transportation of containers is carried out by operators that are dedicated to the
specific modes. In 2010 the Port of Rotterdam Authority announced specific modal split restrictions to
become effective in 2030 (Port of Rotterdam, 2010). In the light of these developments, an integral approach
for the routing and planning of all inland container transportation is vital. In recent years, several studies have
proposed centralised optimisation methods for determining the optimal allocation of containers to inland
transportation services of all available modes, considering available capacity, costs, lead times and emissions.
The proposed methods are suitable for solving the offline planning problem, in which an optimal plan is
created for a batch of transportation orders collectively. Such a centralised offline approach is difficult to
implement in practice for various reasons:

e The nature of the inland transport logistics requires an online approach, in which a customer can get
immediate feedback on the selected mode, route, and most importantly, the estimated time of arrival.
Consequently, updates in the planning of inland transportation have large influences on the
subsequent production processes, possibly with large additional costs.
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e Proposed centralised optimisation methods depend strongly on automation, both for terminals, as for
other parts of the supply chain. The models lack the flexibility to deal with special occasions: e.g. last-
minute changes to transportation orders. For allowing these special cases, direct communication
between manual operators is essential (Douma, 2008). For this reason an approach is required that
presents the manual operators with a comprehensible solution that can be adapted if necessary.

e Finally, the supply chain of container logistics lacks information integration (van der Horst and de
Langen, 2008). This is also the case in the setting of our problem: the manual planning operators often
do not have real-time capacity information about the inland services. So, for allocating a container to a
service, available capacity must be checked manually with the service operator.

In this study we propose an online DSS that addresses these issues, while providing improved planning
support. Firstly, the proposed method allows allocating incoming transport orders directly to available inland
services, resulting in a stable solution and instant feedback to the customer without the necessity of continuous
planning updates. Secondly, the model can be used as a centralised method, but does not require extensive
automation. The model is based on an analysis of the solution space of an offline optimization model, and
translates the offline model’s optimal solutions to a white box of online decision rules. A white box method
based on decision rules is more comprehensible for manual planners and allows manual changes if necessary.
It will therefore more easily be accepted for use in daily practice. Finally, the model allows for a centralised
planning approach without fully centralised information. As a transport order arrives, the DSS will allow
human planners responsible for a central network planning to check available capacity on a specific service
manually.

Existing methods for online decision making for planning of inland container transportation focus on finding
cheapest or shortest paths per transport order (Ziliaskopoulos and Wardell, 2000; Ayed et al., 2011). Nabais
(2013) proposed a more advance method for solving the online problem. This method uses model predictive
control to achieve a required modal split, but the approach requires real-time automated data processing and is
less insightful to human planning operators.

In this paper, our goal is to create an online DSS, without the need for extensive automation and information
centralisation. For this we use optimal solutions of representative historic transport problems of a corridor as a
baseline for suitable transport allocations. This approach is pictured schematically in Figure 1. First, the data
of historic demands are assembled. Secondly, the recently proposed linear container allocation problem with
time restrictions (LCAT) is applied (van Riessen ef al., 2013). The resulting optimal solutions for historical
demand periods provide the baseline for online decision support and are used in the third step to find
properties of an effective planning of a container considering the uncertainty in the demand. The relations
between container properties and the planned mode and route for that container in the optimal solution are
determined. For this, we use a method of supervised learning, where the outcomes of the training sets, i.e., the
optimal plans, are known in advance. The supervised learning algorithm creates rules for the allocation of a
container to a suitable service based on the container and order properties, such as the time of availability, the
transportation lead time, and container mass. Subsequently, the set of rules can be used in an online setting as
a real-time DSS: for each incoming order the DSS will provide a human planner with a set of suitable services
in an understandable way.

Fig 1. Proposed methodology for online decision support based on optimal solutions obtained offline

1 Data assembly 2 LCAT 3 Rule inference 4 Decision support
Historic demand » Optimization Post-optimality Heuristic for real-time

patterns (offline) analysis of LP use
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The remainder of this paper is organised as follows. Section 2 gives a formal description of the optimization
problem under consideration. Section 3 introduces the proposed methodology for real-time decision support
based on offline optimality. In Section 4, the method is applied in a case study of a hinterland transportation
corridor. This case study is motivated by a practical case in the port of Rotterdam. Section 5 summarizes the
findings of the study and provides an outlook on future research.
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2. The Multimodal Planning Problem

2.1 Problem definition

For a certain transport corridor, orders arrive sequentially. The attributes of an order are the number of
containers for the order, the booking lead time, the transport lead time and the size and weight of each
container in the order. The number of containers is measured in standard container sizes of Twenty feet
Equivalent Units (TEU). The booking lead time is the time between the arrival of the order and the availability
of the container; the transport lead time is the time between the availability of the containers and the due time
at the destination (see Figure 2). The customer’s goal is to transport the container for the lowest possible price,
ideally before the due time of the containers, but possibly a little later as indicated by the overdue time. In
practice, overdue delivery can sometimes be negotiated with customers, in our modelling overdue delivery is
allowed at a penalty cost for the network operator. Historical data provides the distribution of attribute values.

Fig 2. Timeline of orders and inland transportation
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For a particular corridor, a set of inland services is available, characterized by the mode of transport (barge,
rail or truck), cost per container, departure time, arrival time, and vehicle capacity (volume and weight).
Naturally, the time between departure and arrival of a service depends on the mode’s travel speed. Typically,
speed and cost are high for trucking and low for barge transport. Volume capacity is high for barge
transportation and low for a truck. The weight capacity for both barge and truck is mostly not restrictive. The
mode train has intermediate levels for speed, cost and capacity, but typically has a restrictive weight capacity,
especially in mountainous regions.

Nowadays, for planning the container transportation often a greedy approach or first come, first serve (FCFS)
approach is used. In case of a greedy approach, a booking is assigned to the cheapest feasible service at the
time of order arrival, i.e. the cheapest service with free capacity that travels within the containers time
restrictions. In a FCFS approach, a booking is assigned to the first feasible service at the time of order arrival.
In both methods, an order is assigned instantaneously at the time of order arrival.

For the problem addressed in this study we also need to allocate an incoming order immediately to the most
suitable inland service, but now also taking into account the optimization of the entire corridor. We propose a
method for allocating orders to services based on optimal historical plans. The workloads in container
terminals have a stochastic nature with all actions like arrivals, departures and handlings distributed unevenly
in time (Murthy, 2005). The method must operate well under various circumstances and therefore multiple
historic order arrival patterns are used. The proposed method is capable of automatically identifying the
preferred allocation per incoming order.

It is expected that the performance of the method is comparable to a low-level assignment strategy such as
FCFS for cases with orders that are entirely randomly distributed across the selected input features. If,
however, historic information contains specific demand patterns, identifiable from the selected features, our
method will capture that pattern without further detailed analysis. In Section 3 we will describe how our
method uses historic information and offline results from an optimal model in a DSS. First, the model for the
offline optimization is introduced.

2.1 Offline optimization problem
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The model we use to determine the optimal solution for the transportation planning is based on the earlier
proposed LCAT model. That model delivers optimal solutions for the planning of an entire network. Here we
focus on a single corridor only as that is common practice in container logistics. For that reason, we simplify
the LCAT model by omitting the constraints for paths with intermediate transfers. The set of all cargo types
that must be planned is denoted by demand set C and the set containing all services by S. Let x$ denote the
number of TEU of cargo type ¢ € C that is assigned to service s € S. The number of days that these containers
are late is denoted by <. The number of TEU of cargo class ¢ assigned to a direct truck is denoted by v°. The
objective of the Corridor LCAT (CLCAT) is to minimize total transportation costs consisting of three terms
representing the transit costs, the overdue penalty and the cost for direct trucking, respectively:

min Jcpcat = Z Z(Cs X + e TE + cfve), (1
SES ceC
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where the transit costs for service s are denoted as ¢, the overdue costs are c; per day and the cost for direct
trucking a container of cargo class c is denoted as c¢f. The total demand of cargo class c is denoted by d°. This
demand must be transported on one of the intermodal services or by direct truck. The maximum capacity of
service s is denoted by uy (TEU capacity) and mg (mass capacity). Constraint (2) ensures that all demand is
met. By constraint (3) and (4), the total number of TEU on each service is restricted to the available capacity.
Constraints (5) and (6) are the time constraints, where constraint (6) is a constraint for on-time delivery: 7,
measures the total number of days that containers of cargo class ¢ on service s are late. Finally, constraint (7)
is the nonnegativity constraint for the three sets of variables.

For most demand patterns, multiple optimal solutions of (1) — (7) exist. In order to get decision rules that
resemble the optimal solutions as closely as possible in the next step of the approach proposed in this paper,
we need to determine a set of optimal solutions for demand set C. Finding all optimal solutions is a very
difficult task (Valiant, 1979), so we use an alternative approach. In order to generate a set of optimal solutions
for the demand, we solve the following problem P times:

min Z rx (8)

subject to: 2)—- )
Z z Cs X5 + € T5 + ¢fv° = Jercat (10)
SES ceC

where x = [x§, 7§, v¢]T, a vector of all decision variables, and r is a vector of the same length of random

numbers from the standard uniform distribution (ranging from 0 to 1). By (10), all feasible solutions of
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(8) — (10) are optimal solutions of (1) — (7). The random vector r is introduced to get random subset of
solutions out of the set of all optimal solutions, i.e., solving Problem (8) — (10) corresponds to generating
random optimal solutions from the set of optimal solutions to (1) — (7). By definition, all these solutions
have equal objective value /o cat- Below, we describe how these optimal solutions are used in a learning
algorithm to obtain a real-time DSS.

3. Method for Obtaining the Real-time DSS
3.1 Supervised Learning

This study focuses on developing an online method that is suitable for operational usage in a real-time setting.
The quality of the online method is compared to the quality of a theoretically optimal solution, obtained
offline. In the method we propose in this study, we do not aim to formulate the online decision problem
explicitly. Instead we aim to translate the results of an optimal model into rules for online application. An
expert system that can provide decision support for container transportation planning may require a large
amount of rules, depending on the complexity of the task at hand. Rule inference by interviewing operational
planning experts has two disadvantages. This approach typically results in a few rules per man day (Quinlan,
1986). As a result, the rule inference for an entire network may be time-consuming. Secondly, the quality of
the transportation by the operational planning experts is unsure. For these reasons, we use a machine learning
technique to infer the decision rules based on optimal planning solutions of the offline problem.

Carbonell et al. (1983) classify machine learning algorithms along three dimensions: the learning strategy, the
application domain, and the representation of the knowledge. Here, we consider the task to train a DSS for
real-time use, based on available optimal solutions, obtained offline. The required learning strategy is a non-
incremental learning from example-strategy (Carbonell et al., 1983), i.e., all examples of transportation
allocations in the optimal solutions are provided at once to the machine learning process.

Secondly, the machine learning process proposed in this work is used to develop a DSS for the planning
process of inland container transportation. In the classification of Carbonell et al. (1983) this method belongs
to the category of planning and problem solving.

The third dimension that Carbonell ef al. (1983) distinguishes is the representation of the knowledge, or the
learning technique. The selection of a suitable supervised machine learning technique for the container
planning problem is made based on four criteria. Firstly, the resulting classifier must be able to show which
rules and criteria lead to a decision. This is important for practical acceptance by the manual planning
operators and is defined as a white box property. Secondly, the machine learning method must be able to use
offline data. Subsequently, we require a classification method that can distinguish between multiple classes,
i.e., different inland services. Finally, the learning method must be suitable for using input parameters with
categorical data, for instance, the customer type. In Table 1 we provide an overview of available techniques
and the compliance with the four criteria; below we explain the techniques briefly. Decision trees are a way to
represent rules underlying data with hierarchical, sequential structures that recursively partition the data
(Murthy, 2005). Decision trees can be formulated as a special case of a rule-based algorithm, for which each
rule assigns a disjoint subset of attributes to a class. A rule-based classifier is best suitable for binary
classification problems (Kotsiantis, 2007). A perceptron algorithm uses linear weight function of the input
features to distinguish between two classes in a binary set. It is mostly used in an online setting with an update
algorithm for the weight function. Radial Basis Function Networks are three layer neural networks where each
node is represented by a symmetrical radial basis function. A Bayesian network can be depicted as a directed
acyclic graph, where each node represents a feature. The arcs represent causal influences between the features.
It is possible to use a priori information about the relation between features. Instance-based learning
algorithms use the proximity of a new instance to earlier instances to make a decision. Although it is possible
to show on what nearest neighbours a decision is based, it is difficult to show the features that have caused a
decision. Finally, Support Vector Machines use a formulation to transform the feature space in such a way that
two classes are separable. This approach is restricted to binary classification problems. Based on Table 1,
decision trees and rule-based classifiers are the only method suitable for separating multiple classes based on
offline data with the white box property. We select decision trees as the classification approach for our study,



as this method is easier to use for classification problems with multiple classes (Kotsiantis, 2007). Also,
decision trees show the decision process in a more comprehensible way.

Now, the challenge is to create an accurate classifier. This can only be determined after the learning process,
using one of at least three techniques (Kotsiantis, 2007): splitting the data in a training and test set, cross-
validation or leave-one-out cross-validation. In our method we use a test set and a training set to validate the
performance of the classifier.

Decision tree classifiers (DTC) are used as a method to structure complex decision-making. The decision is
split up in multiple stages of simpler sub decisions. A decision tree (DT) can be represented by an acyclic
directed graph, where a decision rule is associated with each node (Safavian et al, 1991). To make a decision
using a decision tree, the sub decisions per node are applied recursively to the parameters of the case. The
decision rule at each node level defines what the next node of the decision process will be. This is called the
child-node. Nodes without children are called /eaf nodes and are associated with the final decision outcomes
of the tree.

Table 1. Types of supervised machine learning methods
White box  Offline/online  Multiple classes Categorical
Decision trees Y Offline Yes Yes
Rule-based classifiers Y Offline Yes Yes
Perceptrons Y Online No No
Radial basis function networks N Offline Yes No
Naive Bayes classifiers N Offline Yes Yes
Bayesian networks N Offline Yes Yes
Instance-based learning N Online Yes No
Support Vector machines N Offline No No

Based on Kotsiantis (2007); Rish et al. (2001), Steiwart and Christman (2008)
3.2 Decision Tree Inducer

The generalization error of a tree is defined as the misclassification rate over the input distribution (Rokach et
al., 2005). Typically, the goal of a DT inducer is to find an optimal tree that minimizes the generalization
error. In our case, the generalization error is the number of containers that is classified to another service than
in the optimal allocation as determined by the offline problem solution. Finding an optimal tree is an NP hard
task, which is only feasible for small problem sizes (Rokach et al., 2005). The topology of a decision tree and
the decision rule at each node can be estimated empirically, using real-world data for which the intended
outcome is known, i.e., supervised learning (Arentze and Timmermans, 2004).

Estimating a decision tree involves three aspects: design of the tree structure, the inference method decision
rule at each node, and the selection of the feature set containing the input parameters (Safavian et al, 1991).
The tree structure and decision rules are determined using a learning heuristic, or inference method. Rokach et
al. (2005) provide an overview of inference methods: Most often a top-down heuristic is used as inference
method, although bottom-up inference methods also exist. The inference of the tree usually involves a growth
phase followed by a pruning phase. In the growth phase, branches are added starting from the root of the tree
while considering a splitting criterion. In the pruning phase, branch nodes are turned into leave nodes and the
leaf nodes of that node are removed (Rokach et al., 2005). According to Arentze and Timmermans (2004), the
following are the most widely used learning heuristics: C4.5 (Quinlan, 1993), CART (Breiman, 1993) anfd
CHAID (Kass, 1980). All methods consider a condition based on a single input variable as splitting criterion
and use a top down induction method. Chandra and Varghese (2009) mention two popular splitting criteria:
the Gain ratio (Quinlan, 1993) and the Gini index (Breiman, 1993). Lastly, the set of input parameters must be
determined. Often, this is carried out in a greedy way, by adding the input parameter that adds the most value
to the classification accuracy iteratively, until no more improvement is made (Rokach et al., 2005).
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The induction of a decision tree via a learning heuristic requires a training set for the learning process and a
test set to evaluate the quality of the induced tree in a cross-validation. If some observations are more
important than others, it is possible to add observation weights to each observation.

In our method, the DT is induced in a series of steps:
1. For obtaining the DT, we assemble N demand sets for training
2. Subsequently, we determine P optimal solutions per demand set using the CLCAT model.
3. In the next step of the approach, the resulting solutions are used for the growth of a single DT.
4. Then finally, the obtained DT is used in a per-order planning heuristic.

In order to obtain a DTC that performs well under various circumstances and that is not overfitted for a single
demand set we use N demand sets for training. The sets can be demand sets from the last N weeks for
instance. Per set, P optimal solutions are determined using (8) - (10). By using multiple optimal solutions
the obtained DTC is induced on a set of possible plans for a more robust classification compared to using a
single optimum. The input features and classes of all allocations in the N X P optimal plans are assembled.
Each observation in this set of solution denotes the assignment of x$ containers of cargo class ¢ to service s.
The number of containers x$ is used as the observation weight. From the transportation booking we obtain
the input features for the DTC: we use the container’s time of availability (t5y.iaple)> the transport lead time
(tr = tiue — tivailable) @nd the container weight W,. The allocated service denotes the class of the container
that the DTC must try to predict.

The inference of the decision tree is carried out using the C4.5 method (Quinlan, 1993, 1996), with Gini’s
split criterion. The C4.5 method uses recursive partitioning and selects in each node the input feature that
gives the least impurity of the child nodes, according to the Gini’s index. The Gini index is denoted by

(Rokach, 2005):
2
|o-c/%|
Gy,Z2)=1- —_—
(y' ) |Z|2 4

cje€dom(y)

where y represents the target attribute, |Z| represents the number of observations in the set and and |cry=C].Z |

the number of observations in the set with target value y = c;. Hence, a pure node with just one class has only
observations with y = ¢; and Gini index 0; otherwise the Gini index is positive. So the Gini index is a
measure of node impurity. The recursive partitioning of nodes continues until in each node the stopping
criterion has been reached; in the proposed method, we choose to stop splitting a node that corresponds to less
than 20% of the average allocation to a service. With each leaf node, a table is associated containing the class
distribution in that leaf node for all observations in the training sets. If a leaf node is pure and the Gini-index
equals zero, the classification table for that node has only one entry: all observations in the training set
associated with that node were assigned to a single inland service. For leaf nodes with some impurity, the
largest class indicates the label of that leaf node.

The obtained DTC classifies incoming transport orders based on the input features by recursively making sub
decisions until a leaf node is reached. The label of that leaf node indicates the most common inland service for
transports reaching that leaf node, but for our purpose we use the classification table in that leaf node. A
human planning operator can use this list for determining the actual allocation, while he considers the
remaining capacity and other pratical considerations. In the approach we describe in this paper, we use a
heuristic for the actual allocation, called the DT heuristic in the remainder of the paper.

3.3 DT Heuristic

The DT heuristic used in this paper uses the inferred DTC to automatically assign incoming orders to inland
services. In practice, this process can be carried out by a human operator using the DTC. In order to
demonstrate our approach in a systematic way we use an automated heuristic to generate the transportation
plan. An incoming transportation order is considered instantaneously as it arrives. The DTC associates this
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order with one of the leave nodes. The classification table of that node contains the distribution of services
associated with that leaf node in decreasing order. The DT heuristic is then given by the following 2 steps:
1. The container is assigned to the first service in the classification table that has capacity left.
2. Ifnone of the indicated services has capacity available, the container is assigned according to a greedy
strategy, i.e., the feasible service with minimum cost is selected.

Note that this greedy strategy will select a direct truck if none of the available inland services has capacity
left. The allocation process is repeated at the arrival of every transportation order.
The proposed method solves all three problems of centralised offline approaches that were mentioned in the
introduction:
e The proposed method is suitable for application in an online setting: it can be used to directly allocate
an incoming transportation order to an inland service.
e The method does not depend on automation of the transportation process. Both creating and using the
DTC can be carried out using regular Personal Computers. It allows for manual adaptation of the plan.
e The required data about historic transports and inland services can be obtained in retrospect and
requires little automation and integration across various stakeholders in the supply chain.

4. Case Study
4.1 Scenarios

We demonstrate the use of our method in a case study. We compare two scenarios with identical service
schedules, but in Scenario 1 the demand is distributed randomly across the input features and in Scenario 2 a
specific demand pattern is considered. First we consider Scenario 1. Figure 3 shows a service schedule for a
week with the Estimated Time of Departure (ETD) and Estimated Time of Arrival (ETA) of three services
from A towards B. Trucks can always be used, and are therefore not shown. Also, five transport demand flows
are indicated. These flows have some variability; assume the demand of these flows in TEU is normally
distributed with a mean of 50 TEU and a standard deviation of 12.5 TEU. We assume that the weight per TEU
is 10 tonnes. The t5, 4ijaple and tg,e Of these flows are indicated by the shaded bands in Figure 3. E.g., flow 1
is available at A at some point during Monday and is expected two days later at B. The only service suitable
for this flow is Train 1, as it departs after the containers are available and arrives at B before the due time of
flow 1. Alternatively, trucks could be selected, but at much larger costs. Table 2 provides details on the
services.

For this scenario, the optimal solution can be easily found by reasoning: Flow 1 and 2 must be fully assigned
to Train 1 and Barge 1, respectively. Flow 3 is fully transported by trucks, as no suitable service is available.
Then finally, flow 4 and 5 share service Train 2 up to its full capacity, however, the expected number of
containers in flow 4 and 5 is 100 TEU, which is larger than the TEU-capacity for Train 2 (90 TEU), so some
trucks must be used. The same solution is found by applying the learning method proposed in the previous
section. The resulting DTC is shown in Figure 4: the optimal solution is mapped entirely by the DTC.

Table 2. Inland services for the case study
| Train 1 and 2 | Barge 1 | Trucking
Capacity [TEU] 90 200 -
[tonnes] 1000 100,000 -
Costs  [per TEU] 100 50 285

Fig 3. Transport orders and service schedule for the case study
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Fig 4. Tree obtained from the learning method (for Scenario 1)

Splitting rules per node Node 1 (root)
Node 1: t$, i1ap1e< Tue 12PM

Go to node 2, else node 3
Node 2: Lead time < 3 days

Select Barge 1, else Rail 1
Node 3: t£,i1ap1e < Thu

Go to node 6, else select Rail 2
Node 6: Lead time < 3 days

Select trucking, else Rail 2 100%|Raill 100% ‘Bargel

90%| Rail2
10%|Truck

100%  Truck 90%)| Rail2
10% | Truck

Scenario 2 is identical to Scenario 1, except for one property: we now assume that all containers of flow 4
have a weight of 25 tonnes. If the solution of scenario 1 would be applied to this scenario, Train 2 will most
likely not be used to its full TEU capacity as the weight limit is reached well before that. So, for this scenario
the optimal solution is slightly different: all containers of flow 5 must be planned on Train 2, while the
containers of flow 4 are planned on Train 2 if possible. The remaining containers of flow 4 must be
transported by trucks. With this solution, Train 2 can be used to its full TEU capacity. The corresponding tree
for Scenario 2 was generated in a similar way as in Scenario 1.

The scenarios were implemented using the C4.5 implementation of the Statistics toolbox of MATLAB
R2012a and the experiments were carried out using an AMD Athlon II X2 3.0 Ghz processor.

4.2 Experiments

In order to test our method, we apply our DT heuristic to both scenarios described, as well as a greedy and a
FCFS heuristic. We compare the objective costs of the heuristics to the optimal objective value by the
competitive ratio. The competitive ratio is determined as the ratio of the optimal objective value and the
objective value of the heuristic’s results (Borodin and El-Yaniv, 1998). The optimal objective value can be
obtained offline using the CLCAT model. By this definition, the competitive ratio of the CLCAT solution is
always equal to 1, and for the heuristics always < 1. A high competitive ratio indicates a good plan. Hence, we
compare three online heuristics and the optimal offline plan in a series of simulations.

We generate N = 20 demand sets of a week for both scenarios. The sets for both scenarios are equal, except
for the weight of flow 4: 25 tonnes per TEU instead of 10 tonnes. For each of these sets P = 50 optimal
solutions are computed and the results are used by the learning algorithm to generate the DTC. Subsequently,
we similarly generated 50 test sets for both scenarios and applied the four methods. The results are shown in
Figure 5. In scenario 1, both the DT heuristic and the greedy heuristic found the optimum in all 50 test sets.
The FCFS heuristic performed much worse with a competitive ratio of 0.92. In Figure 3 can be seen that a
FCFS heuristic will allocate orders of flow 2 to Train 1, and requires the use of trucks for flow 1 when Train 1
is full. In Scenario 2, none of the heuristics found the optimum in all 50 cases. However, on average the DT
heuristic outperformed the other heuristics with a competitive ratio of 0.96 compared to 0.94 (greedy) and
0.87 (FCFS). The results are in accordance with our expectations: with randomly distributed demand, the DT
heuristic performs comparable with the low-level greedy heuristic as in Scenario 1. If the demand follows
specific patterns, as in Scenario 2, the DT heuristic outperforms the greedy heuristic.

The scenarios presented here allowed us to demonstrate the ideas behind the proposed method. A more
elaborate example in which the method is applied to a more practical case is presented in van Riessen et al.
(2014). That case study showed similar results: the DT heuristic provides much better results compared to
other heuristics used in practice if the historic demand contains specific patterns.
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Fig 5. Histogram of competitive ratios and averages of 50 test sets
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5. Conclusions & Future Research

In this paper we have proposed a new approach to use information of offline optimal solutions of container
transportation problems in an online setting. Three problems concerning existing optimization methods were
addressed with this new method:

e The method provides instant decisions for an incoming order, for direct feedback to the customer. The
method does not use additional planning updates after the first allocation, allowing the customer to
align the container transportation with the subsequent steps in his supply chain.

e The method provides a white box representation of the DSS, useful and acceptable for human
operators in logistics.

e The method does not need the level of automation and standardized communication protocols for
information exchange that centralised planning optimizations methods need

We proposed to use a supervised learning method to translate the results of offline optimization into real-time
decision support rules. We selected decision tree classifiers (DTCs) as the supervised learning method, as this
method can use offline input, it is suitable for classifying into multiple classes and it allows for categorical
attributes. Most importantly, the result is a insightful decision tree classifier (DTC), a white box for manual
operators. The proposed method uses an offline optimal planning method (CLCAT) to get optimal results of
historic transportation problems. The results are translated into a DTC with the C4.5 inference method.

With the method it is possible to learn specific demand patterns in historic data. If the historic demand is
entirely randomly distributed, the method will not result in an improvement over alternative low-level
heuristics, such as first come, first serve (FCFS) or a greedy heuristic. But if the historic demand contains
specific categories of containers that should be allocated to specific services, the method will find these
categories automatically and give significantly better results than alternative heuristics.

The approach was shown in a case study in which a scenario with random demand was compared to a scenario
with a specific category that required alternative routing. The case study showed that the DT heuristic
significantly performed better than a FCFS or a greedy heuristic. In this paper we used the DT heuristic to
model the human operator using the DTC. In practice this method will support the human operator by
indicated suitable services for an order, while the operator is still able to incorporate his specific knowledge
into his decisions. In that case, the performance of the method may be further improved.
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Abstract

Slow steaming in container liner shipping has emerged since 2008 as a mean to reduce the operating costs and
the CO, emissions of shipping companies. Slow steaming raised the interest of researchers who actively
studied the concept in terms of speed reduction, fuel savings and CO, emissions, particularly from the
shipping lines’ side. However, there was a clear gap in research that investigated the impact of slow steaming
on the shippers’ supply chain performance. Therefore, the purpose of this paper is to investigate the impact of
slow steaming on the supply chain performance metrics to determine whether its advantages are extended to
benefit the supply chain or not. This study is exploratory using semi-structured interviews on a sample of 12
companies from 3 main sectors: manufacturing, imports/exports, and freight forwarders. Purposive sampling
is applied as the companies chosen would be involved in imports/exports activities to/from Asia in which slow
steam shipping is most likely to occur. The purpose of the semi-structured interviews would be to identify the
impact of slow steaming on the supply chain performance metrics of the chosen companies and examine the
extent to which the advantages of slow steaming are extended to their supply chains. The findings revealed
that slow steaming did not have a radical impact either positive or negative on the supply chain performance
metrics of the selected sample, with the exception of ‘order lead time’, ‘total cycle time’ and ‘total cash flow’.
The study recommends that shipping lines should take a more active role towards promoting sustainability
that would support the positive engagement between them and their clients, thus creating a global sustainable
culture.

Keywords: Slow steaming; Sustainability; Egypt; Supply chain, Shippers.

1. Introduction

Supply chain management has traditionally been viewed as a process in which raw materials are converted
into final products, and then delivered to the end-consumers (Beamon, 1999). The waste and emissions caused
by the supply chain have become one of the main sources of serious environmental problems including global
warming and acid rain (Kumar et al., 2012). The impact of business operations on the natural environment is
one of the main areas in which societies and governments have become more sensitive. This consequently
enforced companies to react to the challenges of green issues by implementing sustainable (or green) logistics
and supply chain practices (Evangelista et al., 2010).

In the global supply chain, transportation is one of the most important logistics activities as well as one of the
primary performance drivers of the supply chain (Chopra, 2007). Nevertheless, transportation is also one of
the major sources of pollution in the form of greenhouse gases (GHG) emissions, which is a main contributor
to global warming. Accordingly, the maritime transport sector which carries nearly 95% of global trade was
forced to adopt new practices that would lower the negative impact of transport on the environment. One of
these practices is slow steaming which emerged since 2008 in container liner shipping as a mean to reduce the
operating costs and Carbon Dioxide (CO,) emissions of shipping companies. But despite the financial and
environmental benefits that slow steaming brings to the shipping market, supply chains have been impacted
by such practice as lead time was lengthened, inventory increased, and production planning became more
challenging.

Therefore, the purpose of this paper is to investigate the impact of slow steaming on the supply chain
performance metrics to determine whether its advantages are truly extended to benefit the supply chain

61



partners. With a primary focus on shippers, this investigation would assist in determining the processes that
are impacted by slow steaming and in proposing practices to maintain the required supply chain performance
measures.

2. Literature Review
2.1 Sustainable supply chains and slow steaming

Environmental sustainability has been receiving growing interest over the years and many organizations have
adopted the term in their vision and core values. According to Carter and Rogers (2008), the term
sustainability refers to an integration of social, environmental and economic responsibilities. More precisely,
green supply chain management (GSCM) is referred to as ‘the achievement of economic, environmental, and
social goals in the systemic coordination of key inter-organizational business processes to improve
performance in the long-term for the organization and its partners in the supply chain’ (Ageron, et al., 2012).
Green supply chain (GSC) considers the environmental effect of the entire process of the supply chain (SC)
from the extraction of raw material to the final disposal of goods (Emmett and Sood, 2010; Kumar and
Chandrakar, 2012). Activities such as reducing packaging, using biodegradable materials and using more fuel
efficient transportation are just very few examples of the different green activities being executed in a GSC
(Emmett and Sood, 2010). From a GSC macro level, Evangelista et al. (2010), stated that logistics activities,
especially transportation related activities, are the most important contributors to GHG emissions. The
maritime transportation system was thus on the top list of the targeted sectors to be greened.

Maritime transport plays a key role in connecting markets by moving more than 90% of cargo to all parts
around the world at a relatively low cost when compared with the value of goods being shipped (IMO, 2013;
Yang et al., 2013). Therefore, the maritime transport became ‘the most preferred mode of transport among
importers and exporters for doing business especially for international trade’ (Abdulrahman, 2012).
Additionally, as global supply chain activities continue to expand around the globe with more activities being
outsourced offshore, maritime transport not only secured the relatively low cost of transport but also reliability
and competitive supply chain performance. As a result, containerized ocean freight became the lifeline of
nearly any global supply chain (Fransoo and Lee, 2011; Harrison and Fichtinger, 2013).

In terms of green performance, the container shipping sector is facing the challenge of balancing between cost
competitiveness and sustainability, as it is more pressured to respond to the increasing level of pollution
caused by vessels (Yang et al., 2013). As a result, many shipping companies proactively developed
environmental management systems, to reduce the environmental impact, reduce cost and improve corporate
social reputation (Carter and Rogers, 2008; Woo and Moon, 2013). ‘Slow steaming’ emerged as the ultimate
solution for shipping companies that would achieve the reduction of GHG emissions as well as the reduction
of fuel costs (Kontovas and Psaraftis, 2011; Lindstad et al., 2011).

Slow steaming according to Woo and Moon (2012) is reducing the vessel’s speed than the deliberately
designed voyage speed, which necessitates more vessels to transport the same volume of cargo while
maintaining the announced weekly service schedule. Slow steaming simply refers to the reduction of the
vessels’ speed from 27 knots to 18 knots, whereby the vessel’s engine power is reduced to 42%, resulting in
fuel savings up to 75% (Wiesmann, 2010). It is worth noting that the factors that encouraged the adoption of
slow steaming was not only limited to responding to the sustainability requirements of the global supply
chains, but was also to respond to the following: (1) the global financing crisis that caused a downturn in
global economy, (2) the high fuel costs, (3) the increasing operating costs, and (4) the falling freight rates
(Wiesmann, 2010; Armstrong 2013; Yin et al., 2013). The reduction of speed and the lower consumption of
fuel, resulted in the reduction of greenhouse gases emissions (Cameron et al., 2010; Faber et al., 2010).
According to Wiesmann (2010), ‘for every ton of fuel saved, the industry reduces its CO, emissions by three
tons, and the cylinder lubricating oil consumption of the main engine is reduced at almost the same
percentages as the fuel, which also reduces solid particle emissions’.

The introduction of slow steaming raised the interest of researchers who examined the topics from different
perspectives. Some researchers focused on studying the relationship between speed reduction and fuel
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savings, for instance, Alvarez et al. (2010) attempted to optimize fuel and ship costs with regard to vessel
speed and berth availability. Wang and Meng (2012) used historical operating data of a global shipping line to
study the relationship between bunker consumption and sailing speed. They formulated a mixed integer
nonlinear programming model to investigate the optimal speed and provided an efficient approximation
method to obtain a nearly optimal solution.

Other researchers focused on examining the relation between speed reduction, fuel savings and CO,
emissions. Cariou (2011) measured the rate of reduction of CO, for different container trades and estimated
the bunker break-even price to attain the long term sustainability of this strategy. He found that reductions can
only be sustained under the condition that the bunker price is at least $350-$400 for the main container trades.
Ronen (2011) developed a cost model to study the optimal speed and the number of vessels needed to
maintain a service frequency while minimizing the total cost, including bunker cost, vessel fixed cost and
other operating cost. Psaraftis and Kontovas (2012) provided a taxonomy and survey of speed models,
recognizing that vessel’s speed is a key determinant to both shipping economics and environmental
sustainability. Tai and Lin (2013) examined the GHG emissions of international container shipping carriers on
the Far East-Europe routes using the slow steaming strategy and the daily frequency strategies. They
concluded that both strategies are effective in reducing emissions. Woo and Moon (2013) also analyzed the
relationship between voyage speed, the amount of CO, emissions, and the operating costs and focused on
finding the optimal voyage speed as a solution to reduce emissions at the lowest operating cost possible to
satisfy the reduction target of the International Maritime Organization (IMO).

2.2 The Impact of Slow Steaming on the Shippers and Consignees’ Supply Chain

Shipping lines, freight forwarders or logistics service providers, have to satisfy shippers at one end and the
consignees on the other through the provision of efficient and effective services (Lai et al., 2002). Added to
these two requirements is sustainability and green performance that would meet the shippers/consignees green
standards. However, the shippers/consignees’ demand of ‘clean’ services and a lower carbon footprint would
come at a price. Slow steaming would increase the transit times as well as the pipeline inventory costs
(Bonney and Leach, 2010; Page, 2011). This longer transit time would require shippers/consignees to extend
their forecast range which would affect its accuracy and would require a higher level of safety stock (Bonney
and Leach, 2010; Dupin, 2011). Hailey (2013) quoted that “If the time costs for shippers and consignees are
compared to the benefits of carriers due to slow steaming, one can see that slow steaming is most of the times
not viable on a supply chain level...the costs for shippers and consignees are most of the times higher than the
possible benefits for carriers.” It is also worth noting that despite the savings made in the shipping lines’ fuel
costs, nothing of these savings have been passed to the shippers, as shipping lines did not lower their freight
rates (Gallagher, 2010). This in return made shippers feel that the benefits of slow steaming are one-sided
(Gallagher, 2010).

The review of literature on slow steaming confirmed Maloni et al.’s (2013) claim that academic literature
addressed the advantages of slow steaming and focused on the carriers or the shipping lines. The review of
literature showed that the three main variables that were investigated by the majority of slow steaming
research were speed reduction, fuel savings and CO, emissions. Therefore, the gap in literature was apparent
in the following aspects: (1) investigating the shippers or cargo owners’ perspective on slow steaming as they
are the key customers of shipping lines (2) examining the impact of slow steaming on the shippers’ supply
chain performance which include important metrics other than the (speed reduction, fuel savings and CO,
emissions) which are the primary concern of shipping lines (3) The majority of research that addressed slow
steaming were conducted in Asia, and none addressed the topic within the African or Middle Eastern settings.

3. Research Methodology

As previously stated, academic research on slow steaming addressed the advantages of slow steaming and
focused on the carriers or the shipping lines, particularly focusing on the relation between speed reduction,
fuel savings and CO, emissions. However, there was an apparent lack of research that investigated the impact
of slow steaming on shippers/consignees who play a very important role in the shipping lines’ supply chain,
which is the ‘customer’. Shippers are the shipping lines’ customers at one end, and the consignees are also the
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shipping lines’ customers at the other. Therefore it was necessary to examine the impact of slow steaming on
the shippers/consignees’ supply chain using the supply chain performance metrics as a tool in order to
determine whether the advantages of slow steaming is extended to benefit the supply chain or not.

This study is exploratory using semi-structured interviews on a sample of 12 companies from three main
sectors: manufacturing, exports/imports firms, and freight forwarders. Purposive sampling is applied as the
companies chosen would be involved in imports/exports activities to/from Asia in which slow steam shipping
is most likely to occur. The purpose of the semi-structured interviews would be to identify the impact of slow
steaming on the supply chain performance metrics of the chosen companies. The interviews were conducted
by phone with logistics managers and/or operations managers. Each interview lasted approximately 30
minutes, where the interviewees had to answer thirteen questions about the impact of slow steaming on their
companies’ performance. In these interviews the researchers used Gunasekaran et al.’s (2004) supply chain
performance measures framework which outlines thirty two measures divided into three main categories i.e.
strategic, operational and tactical, in order to ask the interviewees about the impact of slow steaming on each
of these measures. The interviewees in return had to indicate whether there was a positive change, a negative
change or no change on these measures.

4. Research Findings
4.1 Basic information on the companies

Table 1. Description of Participating Companies

Company Main Business Activities used in Shipping Lines
container shipping
BMW Car assembly Importing Maersk, Hapag-Lloyd,
CMA-CGM
Mars Confectionaries producer | Importing and Maersk, CMA-CGM,
exporting Seago line
Toshiba El Araby Producer of home Importing and Maersk, CMA-CGM,
appliances and electronics | exporting APL
Samsung Producer of televisions: Importing CMA-CGM, Cosco
LCDs, Plasma screens
Alexandria Fiber Company | Producer of acrylic fibers | Importing and MSC, Yang-Ming
exporting
Sakr Globe Importer and exporter of Importing and Maersk, Hapag-Lloyd
supplies exporting
Egytronic Importer of electronics Importing MSC, CMA-CGM
Egytrans Freight forwarder and Importing and MSC, CMA-CGM,
logistics services exporting Maersk
Tabadol Logistics Freight forwarder Importing and CMA-CGM, MSC,
exporting Maersk, Hamburg Sud
Transmisr Freight forwarder and Importing and MSC, Evergreen,
logistics services exporting Maersk, Arkas
Gulf Agency Freight forwarder Importing and MSC, Maersk, Seago
exporting
Integrated Solutions Freight forwarder Importing and CMA-CGM, Cosco,
exporting Seago

The first part the of the interview focused on understanding the companies’ main business, the activities in
which the companies’ are most likely to use container shipping (imports or exports) and the shipping lines that
the companies’ mainly deal with. The interviews were conducted with 5 manufacturing companies, 2
exports/imports companies and 5 freight forwarders. These companies use container shipping for both
importing and exporting activities, where the manufacturing firms are most likely to import raw materials and
export finished products, and where freight forwarders and the other exports/imports companies are most



likely to use container shipping for importing supplies, spare parts or finished products. Table 1 shows the
description of the participating companies in this research. It is worth noting that according to the
confidentiality agreement with the interviewees, the answers or opinions which will be discussed in the
following sections will not be specifically associated with the mentioned interviewees.

It was necessary to also ask the interviewees about whether their companies adopt a green or sustainable
strategy before discussing the slow steaming issue. For the manufacturing companies, four out of the five
companies have a sustainable strategy and are ISO 14001 certified. Most of them started the green strategy
nearly 8 or 10 years ago due to their belief of the benefits that green practices would bring to their business
and to their corporate image. One of the manufacturers even stated that his company is very strict on green
practices especially with suppliers to whom the company plans weekly visits to inspect their operations and
ensure that they are implementing the green regulations on which they have agreed. As for the exports/imports
firms, they both do not have a green strategy but one of them indicated that it is a vision for the company to
achieve within the coming years. All the freight forwarders stated that they have a green strategy which is
mainly centralized on recycling activities and outsourcing gas operated trucks.

4.2 Slow Steaming in Action

In this part of the interviews, the questions focused on examining in more details how the shipping lines
communicated the slow steaming initiative with the interviewed companies. More precisely, the questions
focused on the following points: whether or not the shipping lines have notified them about slow steaming and
how they described it, identifying any benefits of slow steaming on their supply chains, whether the shipping
lines are providing them with information concerning emissions’ savings, and their view on whether slow
steaming would be sustainable over the long run or not.

All the interviewees stated that none of the shipping lines have notified them about slow steaming and none
have explained or described the concept to them. One of the interviewees even stated that they just noticed
that the regular duration of the shipping journey increased approximately 5 additional days without any
justification from the shipping line. Another interviewee stated that he learned about slow steaming from
reading an international shipping magazine and was surprised that none of the shipping lines they work with
have taken the effort to explain to them as clients the concept of slow steaming.

The interviewees were then asked on whether their companies benefited from the fuel cost savings that slow
steaming makes possible for the shipping lines by obtaining for example lower freight rates. All the
interviewees stated that the freight rates did not change despite the implementation of slow steaming by the
shipping lines. One of the interviewees explained that the shipping lines might have not been capable of
passing these savings to them as clients because the shipping lines must operate more vessels on the same
routes to compensate for the lower speed. Another interviewee claimed that some shipping lines like Maersk
have made very high investments in the Triple E class of fuel efficient container ships which could be another
reason for not passing the fuel cost savings to clients.

It was then important at this point to ask the interviewees on whether the shipping lines provide them with
information on emissions savings that can allow them as clients to calculate their carbon footprint, since
sustainability is one of the core reasons for the practice of slow steaming. Again, all the interviewees stated
that the shipping lines do not provide the percentage of emissions saved although, according to one of the
interviewees, it would be a great tool for all the parties involved to track their emissions’ performance. One of
the interviewees stated that due to the interest of his company in tracking its carbon footprint, he would check
the shipping line’s website for any published information on emissions savings. And according to his claim,
the information provided is not always up to date, or specific to certain routes.

At the end of this part, the interviewees were asked about their opinion on the sustainability of slow steaming
over the long run and three opinions prevailed. The first opinion was cynical, claiming that slow steaming will
not be sustainable over the long run because the shipping lines are the only beneficiaries and none of the slow
steaming benefits is truly extended to any of the other parties. This opinion was further supported by the claim
that shippers are more concerned about lead time than about the savings made in the transport journey,
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whether in costs or emissions. Thus, shippers would reach for regular or even faster mode of transport in order
to decrease their lead time, consequently supporting their competitiveness. The second opinion was neutral,
stating that the market is quickly changing and today’s trend might not be suitable for tomorrow’s market
conditions. And the third opinion was positive, stating that with the rising concern of international
organizations and governments around the world in setting international regulations for protecting the
environment, would of course promote the sustainability of slow steaming in maritime transport.

4.3 The Impact of Slow Steaming on Supply Chain Performance

In order to get more precise details about the impact of slow steaming on the interviewees’ supply chains, the
researchers used the supply chain performance metrics framework by Gunasekaran et al. (2004) to indicate the
change on performance whether positive, negative or no change. The performance metrics are divided into
three main categories: strategic, tactical and operational. Table 2 shows the impact of slow steaming on the
supply chain performance metrics of the selected sample of companies.

Table 2. The Supply Chain Performance Metrics Framework
Impact
Izl R Positive | Negative | No Change
Level of customer perceived value of product 12
Variances against budget 12
Order lead time 9 3
Information processing cost 1 11
Net profit Vs productivity ratio 12
Strategic Total cycle time 6 6
Total cash flow time 6 6
Product development cycle time 3 9
Range of products and services 3 9
Flexibility of service system to meet customer needs 3 9
Effectiveness of enterprise distribution planning 1 11
Customer query time 12
Accuracy of forecasting techniques 2 10
Planning process cycle time 2 10
Order entry methods 12
Human resource productivity 1 11
Tactical Supplier delivery performance 1 11
Supplier lead time against industry norm 2 10
Supplier pricing against market 12
Efficiency of purchase order cycle time 1 11
Efficiency of cash flow method 1 11
Percentage of defects 1 11
Cost per operation hour 1 11
Capacity utilization 1 11
Utilization of economic order quantity 1 11
Effectiveness of delivery invoice methods 12
Percentage of finished goods in transit 5 7
Quality of delivered goods 12
On time delivery of goods 1 5 6
Operational | Percentage of urgent deliveries 1 11
Information richness in carrying out delivery 1 11
Delivery reliability performance 1 1 10

Source: Adapted from Gunasekaran et al. (2004)
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The previous table clearly shows that the impact of slow steaming on the sample of the companies chosen is
either negative or no change. The majority of the supply chain performance measures in the strategic level
were almost not impacted by slow steaming with the exception of ‘order lead time’, ‘total cycle time’ and
‘total cash flow time’ which were negatively impacted. This negative impact is caused by the slower speed
that resulted in the longer duration of the shipping journey that increased the lead time, consequently
impacting the total cycle time and the total cash flow time. On the tactical level, the majority of the supply
chain performance measures were also not significantly impacted by slow steaming.

Slow steaming had a positive impact on only two supply chain measurement indicators in the operational level
for only one company: ‘on time delivery of goods’ and ‘delivery reliability performance’. The interviewee
stated that the service schedule of some shipping lines actually became more reliable after implementing slow
steaming, and this is the reason for the positive impact it had on these two measures.

Therefore, it can be concluded that slow steaming does not have a radical impact whether positive or negative
on the supply chain performance measures of shippers/consignees.

5. Conclusions and Recommendations for Further Studies

This research examined the much discussed topic of slow steaming from the shipping lines’ customers’
perspectives. Academic literature was found to have a notable gap in research that addressed slow steaming
from the shippers’ perspective — particularly within the African and Middle Eastern regions - and its impact on
their supply chain performance and this research was an attempt to fill this gap. Through the semi-structured
interviews, it was found that shipping lines did not engage their clients in the process of implementing slow
steaming. This negligence of engagement could only be justified by their fears of facing resistance from
clients especially that the regular shipping journey increased from 5 to 10 additional days which of course
directly impact the clients’ lead time as it was shown in the result of the study. However, since the main
trigger for slow steaming is environmental sustainability, shipping lines must think of methods and strategies
to convince their clients and partners about the importance of slow steaming and the benefits that everyone
would gain, in order not appear that slow steaming’s benefits are one-sided which could result in customers’
dissatisfaction. In terms of supply chain performance, the study showed that it cannot be claimed that slow
steaming negatively impacted the shippers’ supply chain performance as many metrics were not affected
either positively or negatively. A larger sample and quantitative measures of supply chain performance would
give more insights into the impact of slow steaming on the shippers’ supply chain performance.

Further research would be recommended to further investigate the impact of slow steaming on the quantifiable
measures of green supply chain performance and its different processes. More research is also encouraged
within the African and Middle Eastern regions as it involves a significant amount of imports/exports activities
to/from Asia in which slow steam shipping is most likely to occur.
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Abstract

This paper examines the conditions of emergence of a hub in the distribution of wine. We illustrate this
through dissecting wine distribution in East Asia and the case of Hong Kong as an emerging regional wine
hub. Indeed, the Hong Kong Special Administrative Region (HKSAR) Government has imposed zero import
tax on wine since June 2008. Since then, the city has attracted a large volume of wine from foreign countries
and established a wine bond warehouse in the Asia-Pacific region, and the city currently captures important
value from wine trade. However, its position may be under threat from competitors it cannot adapt to the
needs of the rapidly changing wine market. This paper uses the concept of agility, explaining how market
knowledge, flexibility and responsiveness are key elements for regional competitiveness.

Keywords: Wine logistics, Supply chain, Distribution, East Asia.

1. Introduction Characteristics, Regions of Production, Main Markets
1.1 Wine: A Very Specific Commodity

Wine is one of the most civilized and natural commodities which leads people to perceive it as a great
perfection and enjoyment in life (Hall and Mitchell, 2008, Simpson 2011a). It is purchased at both private and
social occasions, and sometimes “on premises” at pubs, restaurants and other recreational arenas (Spawton,
1991). In general, the dynamic nature of wine is unique, complex and almost enigmatic product because it is
(1) a provider of sustenance and a luxury item; (2) associated with healthy living, while in excess it can create
healthy problems, or even death; (3) a symbol of status and a ‘peasant’ drink; (4) of immense religious and
cultural significance and can be associated with hedonistic and debauched behavior; and (5) a fashion item,
experience and commodity all in one (Hall and Mitchell, 2008). In this regard, wine becomes one of the most
valuable commodities in international business.

1.2 Shifts in the International Trade of Wine: The Emergence of New Regions of Production and
Consumption

Wine, a traditional industry, was traded between regional wine producing and consuming countries for
centuries (Anderson, 2001). Traditionally, the wine production and consumption was relatively localized
(Hussain et al., 2007). Until the turn of the century, there was only about 10% of global sales crossing national
borders, and the majority was with proximate neighbors (Anderson, 2001). Wine producers in distant
countries were isolated from each other, and most of the world’s drinkers consumed either local wines or
imports from neighboring producers (Hall and Mitchell, 2008; Mancino and Presti, 2012; Dalmoro, 2013).
Indeed, the minimal cross-border interaction stimulated the significant growth of wine market in within
Europe (Hussain et al., 2007). More than 75% of the volume of world’s wine production, consumption and
trade took place within Europe (Anderson, 2001). The four largest European wine producers, France, Italy,
Spain and Germany belong to the so-called the “Old World”, defined as those within Europe, have a long,
uninterrupted history of wine production and consumption (Hussain et al., 2007; Flint and Golicic, 2009). As
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such, the Old World producers relied on their centuries of tradition and thus wine has been very much a
‘European product’ for a long time (Anderson, 2001; Flint and Golicic, 2009).

1.3 The Drivers of Growth in Wine Trade

Thanks to globalization, the wider and stronger levels of competition in the wine industry are driven by three
forces: (1) a worldwide over-supply of grapes and the incumbent pricing pressures. Production surpluses have
ranged between 15 and 20 percent over the 1990s (Anderson et al, 2001; Spawton, 2001; Hussain et al., 2007;
Flint and Golicic, 2009); (2) increased consolidation in all tiers of the supply chain comprising the producer,
distributors and retailing sectors making it difficult for the tens of thousands of wineries to get their product
onto the shelves; (3) changing consumer behavior pattern of this product due to consumers are becoming more
knowledgeable about products and brands and discerning in their choice of products. For instance, the
beverage wine consumers of the 1970s are now becoming the fine wine buyers of the 1990s (Spawton, 2001;
Islam and Quaddus, 2005; Hussain et al., 2007; Flint and Golicic, 2009). Like other industries, the wine
industry is confronted with both old and new challenges. Among the five major emerging producers, known as
the “New World” (i.e., US, Argentina, Australia, South Africa and Chile), they are located outside Europe -
have prepared for the rapid invasion of the global wine markets (Hussain et al., 2007). Besides, in 2001, a
report commissioned by the French Ministry of Agriculture points out that:

“Until recent years, wine was with us. We were the center, the unavoidable reference point. Today, the

barbarians are at our gates: Australia, New Zealand, the USA, Chile, Argentina, South Africa”

(Anderson, 2003, pp. 4 7)‘”

As depicted in table 1, the global wine production of the Old World has decreased by 1.2%, from 13.8 billion
liters in 2002 to 13.7 billion liters in 2010. It is revealed that the top four Old World producers encounter the
stiff competition from their New World competitors. Accordingly, they gradually, and continuously, lost
market shares within the wine industry (Hussain et al., 2007).

Table 1.  Evolution of Wine Production by Country from 2002 to 2010

2002 Production 2010 Production

billion liters | % of world production | billion liters | % of world production
Old World Countries
France 5.0 19% 4.6 16%
Italy 4.5 17% 4.6 18%
Spain 33 13% 3.6 14%
Germany 1.0 4% 0.9 3.8%
Total 13.8 53% 13.7 51.8%
New World Countries
United States 2.5 10% 2.7 11%
Argentina 1.3 5% 1.6 4.6%
Australia 1.2 5% 1.0 4.4%
South Africa 0.7 3% 0.9 3.8%
Chile 0.6 2% 0.9 3.8%
Total 6.3 25% 7.1 27.6%
World total 26 100% 26.4 100%

Source: Wine Institute (2010)
1.4 The Development of a New Huge Market for Wine in China

The increased global trade provides opportunities to wine business in the contemporary business environment
for wine. On average, a quarter of the wine produced the world is traded internationally in the past two
decades (Hall and Mitchell, 2008). Decreasing tariffs, reducing logistics cost and the removing certain trade
barriers foster wine producers the opportunity to sell their products outside of their own regions and shifts in
wine consumption patterns. In 2001, five ‘New World’ countries, namely Australia, Canada, Chile, New
Zealand and the US, joined forces to “diminish barriers by reducing regulatory burdens faced by winemakers”
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by signing the Mutual Acceptance Agreement on Oenological Practices. In order to enlarge their market share
and encounter keen competition from the New World, the Old World countries expanded their new target
markets to Asian countries, like China and India (Hussain et al., 2007). It followed that there had been a
growing trend that the demand in Europe was declining and grew much more slowly in the US. The wine
consumption pattern is expected to shift in one distinct growth area — East Asia (Hong Kong Trade
Development Council, 2010), with China being a significant emerging wine market. According to The
International Wine and Spirit Research, Chinese alone had consumed about 2.1 billion liters of wine. The
total value of wine has accumulated to RMB 46.3 billion dollars (Xinhua net, 2013). It is especially true in the
first-tier cities, of which Guangzhou, Shenzhen, Beijing and Shanghai have gradually established regular wine
consumption patterns in the past decade. Additionally, some festivals including Lunar New Year, Labor Day,
National Day and Christmas have reached peak demands. By 2020, wine consumption in China is expected to
increase by 40% and ranked the first in the world (China Daily.com, 2013), with wine-tasting increasingly
becomes popular, especially among the middle class. In terms of value, wine can be classified into
commercial/everyday wine (i.e., around RMB 100); the mid-range (i.e., ranged from RMB 200 to RMB 500)
and fine wine (i.e., ranged from RMB 600 to over RMB 1,000). In this regards, the majority of Chinese are
expected to purchase fine wine due to a high level of quality assurance (Hong Kong Sea Transport and
Logistics Association, BUD Project 2013). Furthermore, East Asian importers encounter considerable
logistics challenges in wine trade, especially between Europe and Asian countries. Such complexity could be
an opportunity for differentiation for Hong Kong. Higher levels of complexity are mainly determined by (1)
Asian importers need to deal with different small operators (i.e., small producers in France); (2) Ex-works
practice due to producers in France are not involved in transportation, and thus they must organize the
transport and supply chains themselves; (3) Asian importers use freight forwarders and 3PL providers to
provide specialized wine logistics service, and hence, wine logistics, including its process and logistics, is
often difficult to control effectively; and (4) Most of the wine shipments between France and East Asia are
conveyed in dry (rather than reefer) containers. By using dry container to deliver the wine, importers confront
with the challenges in humidity and temperature variation, which in turn affect the product quality and value.

1.5 How the International Trade of Wine is Analyzed and How It Could Be From The Point of View of
Strategic Management

Despite the significance and importance of wine in international trade, a review of the scholarly work on wine
indicates that the existing literature is either limited to quantitative modeling, operational research (for
instance, Giuliani, 2007; Ferrer et al., 2008; Bohle et al., 2010) or predominantly descriptive (for instance,
Spawton, 1991; Hussain et al., 2007; Flint and Golicic, 2009). Very few studies looked at it from the strategic
management perspective, thus leaving a significant research gap yet to be filled.

Understanding such, this paper investigates how the Hong Kong wine industry utilizes their inherent resources
and enhances their capabilities to compete with neighboring competitors in the dynamic and challengeable
environment. The resources are defined as heterogeneity, rare, imperfectly mobile, imitable and
non-substitutable (Peteraf, 1993). The critical resources can either tangible like infrastructure, facilities and
configuration, or intangible like individual expertise and skills, know-how, reputation and custom particle that
the Hong Kong wine industry owns, controls and access to on a semi-permanent basis (Valentin, 2001; Helfat
and Peteraf, 2003; Lai, 2004). On the other hand, capacity is related to the competences and capabilities of the
Hong Kong wine industry to perform a coordinated set of tasks to build, integrate and reconfigure the internal
and external resources and capabilities so as to appropriately match the opportunities in the environment
(Teece et al., 1997; Helfat and Peteraf, 2003). Based on that, this study can help the Hong Kong wine industry
to differentiate from their competitors on providing a wide variety of wine service and promote Hong Kong as
Asia’s wine trading and distribution centre.

The rest of the paper is structured as follows. Section 2 will examine the external environment of the Hong
Kong wine industry. Section 3 will investigate wine logistics firms into their wine logistics operations. Section
4 will discuss the possible directions for the Hong Kong wine industry so as to sustain the city’s competitive
advantage and enhance regional competitiveness in Asia region. Section 5 will discuss how the Hong Kong
experience can provide valuable lessons to other countries and regions in developing themselves as the
global/regional hub for wine trade and distribution. Finally, the conclusion can be found in section 6.
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2. Contemporary Issues: How did Hong Kong Improve its Position in the Trade Network of Wine?
2.1 The Development of A Wine Market in Hong Kong

Traditionally, Chinese tea and soft drinks were the most popular beverages consumed by Hong Kong residents
(Hall and Mitchell, 2008). Indeed, as a British colony (until 1997), the colonial government indicated
slackness and a complacent attitude towards Hong Kong wine industry by imposing a very high wine tax
(60-80%). Hence, there was no surprise that wine traditionally played a backseat role in Hong Kong’s
international trade (Dewald, 2003). Conversely, Hussain et al. (2007) noted that Hong Kong residents became
more aware of the health benefits of wine produces, thus triggering an emerging pattern in Hong Kong from
consuming Chinese tea and soft drinks to wine. Indeed, between 2000 and 2006, Hong Kong’s domestic wine
consumption had grown steadily at 10% and 13% in value and volume, respectively. In the same way, its
import value has experienced a compound average growth rate (CAGR) of 22% between 2003 and 2006
(Hong Kong Trade Development Council, 2010). Accordingly, the rising popularity of wine consumption in
Hong Kong and the soaring Asian demand stimulated public interest about the role of Hong Kong in the
international wine market. Towards the end of the last century, the development of Hong Kong as East Asia’s
wine trading and distribution centre became more explicit (Dewald, 2003). The HKSAR Government
recognized that wine investment was a high value-added business which could contribute considerable
benefits to the city’s economy, forecasting from more than HKS$1 billion in 2012 to almost HK$3 billion in
2017, while simultaneously creating thousands of new job opportunities. Indeed, the development of
wine-related business was considered to be a prerequisite for brining tremendous economic and intangible
benefits in the contemporary business environment (Hong Kong Trade Development Council, 2010).

2.2 How Can Hong Kong Could Improve its Position As A Major Player In Global Wine Trade?

Globalization and driving forces will continue to create the pressure and strong competition within the wine
industry. The Hong Kong wine industry encounters pressure from operators based in nearby neighbors, such
as Singapore, Taiwan, and Mainland China. Other regions could play a similar role. For instance, Singapore
has developed its homegrown strategy “Wine for Asia” targeting international traders and wealthy Asian
buyers. Also, Mainland China also reduced their wine import tariff to 14% in 2004 (Trade Development
Council press release, 2010). Therefore, the notion of regional competitiveness encourages the Hong Kong
wine industry to encounter a competitive market in Asia region. In this paper, the authors follow the definition
of the European Commission (1999) on ‘regional competitiveness’, which is:

“The ability to produce goods and services which meet the test of international markets, whilst at the
same time maintaining high and sustainable levels of income, or more generally, the ability of regions
to generate, while being exposed to external competitions, relatively high incomes and employment
levels” (European Commission, 1999, pp. 10).

The regional competitiveness creates the Hong Kong wine industry to attain a sustained competitive
advantage. Indeed, Porter and Kramer (2006, p.78) proposed that sustained competitive advantage is “an
inescapable priority for business leaders in every country”. The sustainable competitive advantage is related to
the Hong Kong wine industry implements value creating strategy which is not able to duplicate and difficult to
implement or imitate by the neighboring rivals in a longer period (Dierickx and Cool, 1989; Barney, 1991;
Oliver, 1997). The nature of wine industry is fundamentally heterogenetic that they have differential
advantages in the dynamic environmental circumstances (Barney, 1991; Peteraf, 1993; Flint et al., 2009), for
instance, the wine logistics service provides is able to link European and Asian operators; possibility of
concentrate greater volumes; managing transport (sea/air) solutions more efficiently; developing efficient
customs systems; better matching between transport modes; and making wine more attractive to Asian
retailers by implementing marketing campaigns. In this regards, Ghemawat (1986) points out that there are
three effective strategies that can create the sustainable competitive advantage as required by the Hong Kong
wine industry, namely (1) the size in the targeted market; (2) superior access to resources/customers and (3)
restrictions on competitors’ options. They will exploit their inherent strength and weakness as well as
responding to opportunities and threaten others (Barney, 1991; Valentin, 2001).
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3. The Concept of Agility: An Analytical Framework to Understand the Strategies of Firms
Involved In Wine Trade

In this century, agility plays a significant role in fundamental and irreversible changes of the so-called “First
World” economics (Sharp et al., 1999; Gavetti and Levinthal, 2000). In this regard, agility can foster the wine
market growth through responding quickly of customer-based valuing of products or services in the
unpredictable changing market (Yusuf et al., 1999). The concept of agility has discussed about firms
possessing the ability to react quickly and be proactive to tackle customer demand’s fluctuations and the
unpredictable and turbulent changes, as well as uncertain market environment (Christopher, 2000; Hult et al.,
2002; Lee, 2004; Lin et al., 2006; Ketchen and Hult, 2007). In their study on agility, Lin et al. (2006) argued
that agility required firms to enlarge their capabilities so as to keep pace with the ever-changing, and
uncertain, environment. They identified four key elements pertaining to (1) responsiveness to identify changes
and reactively to respond quickly from the dynamic business market; (2) competency to achieve business
objectives efficiently and effectively; (3) flexibility to reach different objectives and goals with the same
facilities in the networks and (4) quickness execute tasks and operations as short as possible. To increase
agility, there are four critical variables, notably, technology, innovation, organization, and people are
interactive and operate interdependently to respond changes proactively (Zhang and Sharifi, 2000).

New and emerging technology can facilitate the innovative and a quality of service to provide reliability and
capacity availability in the wine industry. Thanks to technological innovation, it can increase the accessibility
to create new markets, new customers, and new opportunities (Hult et al., 2002; Hult et al., 2003). The
extensive use of IT, notably, electronic commerce and mobile technology fosters to trace and track in real time
(Booth, 1996; Gunasekaran, 1999; Cagliano et al., 2004; Zhou et al., 2006). Here e-commerce plays
significant roles in coordinating with different parties in the same platform. It is the main enabler for firms to
maintain a competitive edge through reducing operating costs, enhancing strong partnership and improving
customer services (Chan et al., 2012). Once the customer places an order, the firm can replenish and deliver
wines to customer within 48 hours. Through e-commerce, it attracts virtual and physical wine inventories to
Hong Kong and allows access to support services. Hence, it encourages industry cooperation to provide
shared services for ordering, tracking and payment processing through electronic means (Hong Kong Trade
Development Council, 2010). Furthermore, the wine industry has organized a variety of research and
innovative activities to sustain their competitive position during crisis, and turn threats into new business
opportunities (Lee, 2004). To support the growth of wine culture in Hong Kong, many hotels and restaurants
promote wine appreciation; hosting well-attended wine tasting dinners and deluxe hotel wine cellars bulge
with vintage collections; offering wine tasting events (Dewald, 2003; Hong Kong Trade Development
Council, 2010).

In the contemporary world, most wine trading firms require a high tolerance, indeed resilience, of risk, and be
proactive to environmental changes so that they can reconfigure themselves rapidly and adhocracy make
changes to explore the new market opportunities (Hult et al., 2002; Zhou et al., 2006). From the strategic
management perspective, effective management plays a significant role in the appropriate business strategies
to align and adjust key systems, processes, decisions within the firm, information systems, organizational
structure, and performance measurements with organizational goals and objectives (Das and Joshi, 2007).
Indeed, the wine market and industry is a highly risky business (Hussain et al., 2007; Flint and Golicic, 2009).
Hence, developing the performance measurements promote the firms in response to make changes and meet
changing goals flexibility in a high volatile markets (Gunasekaran, 1999). The provision of crystal clear
instructions to all levels of employees on its operating system and developing conflict resolution management,
i.e., employees who make decisions and resolve conflicts based on the firm interest (Hult et al., 2003; Robbins
and Coulter, 2005).

Similarity, the wine trading firms can catch up the new market opportunities through acquiring professional
and multi-skilled people to manage, innovate, and initiate environmental change (Naman and Slevin, 1993).
The continuous improvement can be achieved through the development of professional training and
development systems, as well as, evolving appropriate human resource management programs (Slater and
Narver, 1995; Gunasekaran, 1999; Sharp et al., 1999; Yusuf et al., 1999; Zhou et al., 2006). Underinvestment
in continuous training and education, the actors’ skills and core competence should be reverted, and upgraded,
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so as to respond to customer requirements quickly and effectively (Yusuf et al., 1999). In this regard, Hong
Kong has a high level of wine knowledge and appreciation to gain immediate response and survival from the
unprecedented threats in the dynamic business environment. For instance, Hong Kong wine logistics industry
has set up advanced technological tools including cold chain management, EPC barcode or Radio-frequency
identification (RFID) (i.e., used for real time inventory management and security in wine warehouse);
anti-counterfeiting technology (such as smart phones application security labels with bar code or QR code
use) so as to facilitate lower total cost and provide better customer service in efficient regional distribution
(Booth, 1996; Zhang and Sharifi, 2000; Hoek et al., 2001; Chan et al., 2012). To promote Hong Kong wine
industry’s image, the industry has organized a wide variety of marketing activities and events, such as,
HOFEX and Vinexpo. Additionally, Hong Kong wine industry could try to extend sales channel through
different B2B market including four stars hotel, senior restaurant, and private clubs. These clients purchased a
large quantity of wine, fixed replenishment cycle, and high customer loyalty rate in B2B market.

4. Wine Logistics Service Providers

Logistics is an important component in modern supply chains (Tang and Lau, 2013; Green et al., 2008). The
Council of Supply Chain Management Professionals (2007) define logistics management as follows:
“That part of supply chain management that plans, implements, and controls the efficient, effective
forward and reverse flow and storage of goods, services and related information between the point of
origin and the point of consumption in order to meet customers’ requirements.” (The Council of
Supply Chain Management Professionals, 2007)

Logistics is the concept of the right material, at the right place, at the right time, and in the right condition. It
includes a wide range of activities pertaining to inventory management, warehousing, materials handling,
secondary assembly, information-related service (notably, cargo track and trace) and distribution (Aguirre et
al., 2010), and a part of corporate strategy to manage the organization and facilitate the flow of relevant
information between inter-organization and intra-organization (Chan et al., 2012). The objectives are to serve
the needs of firm to attain cost and service advantages (Lai et al., 2004). In the wine industry, wine logistics
starts from growing, harvesting, processing, manufacturing to consumption. The objectives are to handle,
process and deliver right wine to the right customer with the right quantity, in the right conditions at the right
time (Shamsuzzoha and Helo, 2010). Also, it aims to cost reduction and flexibility for available wine. The
whole process of continuous improvement is to eliminate non-value added activities or waste (Perez et al.,
2010). The right wine indicates their salability, grade, freshness, texture, origin, appearance, size, weight,
flavor, color, vintage, temperature or any other requirements specified by customers.

In the logistics industry, users (i.e., retailers and producers) and service providers (i.e., third party logistics, or
3PL) are two main categories. Thanks to the globalization and the increase in competitive pressures, many
firms develop logistics as a key strategy to attain cost minimization and service maximization (Lun et al.,
2006). Hence, there are more and more users which tend to outsource their logistics activities to 3PL
providers. Recently, wine has played a significant role in Hong Kong’s trading volume leads to a sustainable
development in related and supporting industries, notably, logistics industry. A wine logistics service provider
demonstrates four major dimensions for wine logistics service management including logistics facilities, a
global network of partners, information technology and quality assurance. To explore wine logistics
management, wine logistics service providers are examined in the study.

How the French wine is shipped from France to East Asia, and how do merchants buy wine in France? The
role of Hong Kong wine logistics service providers has become significantly important. They provide
specialized and professional wine logistics management pertaining to managing relationships and operations
with actors in process, as well as efficient and effective flows of wine products and relevant information to
fulfill customer requirements at a low cost. Also, wine logistics service providers facilitate close collaboration
among different actors in managing different wine logistics activities. Wine logistics has evolved substantial
changes from self-managed to contracted-out activities in the past decade. Wine logistics service providers
could ease wine traders pressure from meeting demand fluctuations, reducing operating costs and capital
investments (Lun et al., 2006).
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4.1. Information System Management

Under the inevitable trend of globalization, firms encounter multiple pressures including market expansion,
keen competition, and increasing customer expectations in a dynamic business environment. This motivates
firms to minimize total cost and maximize customer service level through upgrading their capabilities. Thus,
firms develop strategies on IT to overcome the complexity existed in global business (Chan et al., 2012).
Wine logistics service providers illustrate IT or information systems to integrate wine logistics activities, such
as, collecting, processing, retrieving, reporting and storing of data to achieve a competitive edge (Lun et al.,
2006). In order to enhance its capacity in intercepting suspected counterfeit wine and verify wine authenticity,
Hong Kong wine logistics industry has established a wide variety of advanced technological tools including
cold chain management, EPC barcode or Radio-frequency identification (RFID) (i.e., used for real time
inventory management and security in wine warehouse); anti-counterfeiting technology (such as smart phones
application security labels with bar code or QR code use).

4.2. Transportation Management

In transportation management, one needs to balance the key elements (i.e., transport time, wine safety and
quality) so as to facilitate the effective transportation of wine. Most of wine logistics service providers prefer
to deliver the wine through sea transport and road transport due to low transport cost and a large number of
bond warehouses have set up around ports. In designing wine delivery routing in China, wine logistics service
providers consider to use Hong Kong as a transshipment port. Mainland Chinese customs trust goods from
Hong Kong and hence, it could enhance customs facilitation measures. Also, Hong Kong wine industry has
entered into a Closer Economic Partnership Agreement (CEPA) with Mainland Chinese government in 1
January 2006. Under CEPA, Hong Kong enjoys tariff-free treatment and establishes a cost-effective and
convenient distribution hub to store their investment-grade wines for delivery to their markets on-demand.
Non-Hong Kong made wine is subject to tariff rates of up to 20% when entering the mainland (HKTDC,
2013). The suggested wine logistics route planning in China has been illustrated in Table 2. During
transportation, wine logistics service providers consider either wrapping air cushion inside wine bottle or
equipping wine bottle inside wooden board for protection. Wine logistics service providers also require adding
insulation layer into wine bottle in order to keep tight temperature control.

Table 2.  Suggested Wine Logistics Route Planning in China

Mode of | Route

Transport

Sea Hong Kong —» Nansha/Lianhuashan/Huangpu — other cities in Guangdong province
Hong Kong — Yantian/Shekou/Chiwan — other cities in southern part of China
Hong Kong —» Humen — other cities in Pearl River Delta
Overseas winery—» Hong Kong —» Pudong — other cities in northern part of China
Overseas winery —» Hong Kong — Tianjin — other cities in northern part of China

Road Hong Kong —» Man Kam To/Huanggang —» Guangdong province

Rail Hong Kong— Beijing

Air Hong Kong —» Guangzhou — other cities in Pearl River Delta
Hong Kong —» Shanghai — other cities in Yangtz River
Hong Kong — Beijing — other cities in northern part of China

Source: Hong Kong Sea Transport and Logistics Association, BUD Project (2013)
4.3. Inventory Management

Inventory management includes coordinating, planning and controlling of wine along the logistics process.
The level of stock and the speed of materials flow are the major constraints on wine logistics process, and are
determined by the nature of demand and supply. On the one hand, the supply of wine comes from different
geographical regions, wine logistics service company require to manage inventory with the objective of
making available at the right time, the right products, in the right quantity at a cost-competitive manner. On
the other hand, a wine logistics firm is indebted to the many customers they work with. The customer are from
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different channels across the cities - hotels and restaurants, retail shops, supermarkets, wholesalers and
individual consumers who are wine lovers etc. Hence, a wine logistics service firm could establish order
management system to plan the order and control the delivery process on time. Common technologies such as
Electronic Data Interchange (EDI), Materials Requirement Planning (MRPII), E-Commence, Customer
Relationship Management (CRM), and Enterprise Resource Planning (ERP) can be used to manage wine
inventories and integrate various links along the wine logistics operations.

4.4. Warehousing

Wine is a valuable commodity which needs special care in warechouse operations. Suitable temperature and
the thermostat are vital to the preservation of wine quality. Wine logistics service providers require storing the
wine in appropriate storage facilities during the wait for inspection or customs clearance. Nowadays, Hong
Kong Quality Assurance Agency (HKQAA) requires wine logistics service provider to install Wine Storage
Management Storage (WSMS). Wine logistics service providers need to fulfill HKQAA code practices and
system requirements including Temperature, Humidity, LED Lights, Vibrations, Maintenance, Security,
Inventory Management, Fire Systems, Hygiene and Insurance. Basically, fine wine and commercial wine have
distinct storage requirement (Table 3). However, it should be noted that the main variations of temperature
take place during the travel.

Table 3. Fine Wine and Commercial Wine Storage

Items Fine Wine Commercial Wine
Temperature range 11-17°C 17-22°C
Maximum temperature variation per day 3°C 5°C
Maximum temperature variation per year 5°C 10°C
Humidity 55%-80% >50%

Source: HKQAA (2013)

Hong Kong wine logistics service provider is one of key stakeholders in Hong Kong wine industry. In order to
strengthen the competitiveness of Hong Kong wine logistics service provider, the Customs and Excise
Department (C&ED) of Hong Kong and the General Administration of Customs of the Chinese mainland
signed the “Cooperation Arrangement on Customs Facilitation Measures for Wine Entering the Mainland
through Hong Kong” on 9 February 2010. The agreement has been implemented in Shenzhen. The measures
include pre-valuation of wine duty and compression of clearance time at mainland ports. C&ED also
implemented comprehensive measures to tackle counterfeit wine, for example, by establishing a dedicated
investigation team; forming an alliance with the industry to strengthen cooperation in intelligence collection;
setting up a specialist team under the alliance; and establishing a liaison network with overseas and Chinese
mainland enforcement agencies to deal with suspected counterfeit wine and verify wine authenticity
(HKTDC, 2013).

In the future, Hong Kong wine logistics service providers could help Hong Kong vintners to participate in the
design and operations of the Mainland wine warehouse and thus, wine warehouse performance could achieve
relevant customer metrics. Since the mainland logistics service providers are familiar with customs clearance
and inspection, extensive transportation networks, strong logistics facilities support and past experience, it
would be a good strategy for the Hong Kong wine logistics service providers to form a strategic partnership
with the mainland logistics service providers. The mainland logistics service providers could provide the “last
mile” delivery service so as to facilitate wine domestic sales for the success of Hong Kong’s wine logistics
industry strategy. Furthermore, Hong Kong wine logistics service providers has a high level of service (i.e.,
using reefer to deliver the wine from time to time) and emphasized on quality and integrity. These advantages
could collaborate with Hong Kong vintners to jointly develop wine market in the second-tier mainland cities
(i.e., Dalian, Chengdu).

5. Regional Competitiveness and Policy Recommendations

Competitiveness is a universal term mostly applicable to the business and economic environment. It is a
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method of benchmarking used for the firm to assess themselves and compare the internal performance with
their competitors. Therefore, the firm gets superior performance by ongoing improvement (Francis et al.,
2002; Budd and Hirmis, 2004). According to the UK’s Department of Trade and Industry, “the
competitiveness is the ability to produce the right goods and services of the right quality, at the right price and
at the right time” (Department for Transport, United Kingdom, 2014).

Competitiveness is also understood as the firms has the ability to compete in the international market through
the policy inputs like business environment, physical infrastructure and knowledge infrastructure as well as
the essential conditions like business performance, productivity, price and cost and labor supply so as to
increase efficiency and effectiveness (National Competitiveness Council, The Irish Government, 2006). In
addition, the Organization for Economic Cooperation and Development (OECD) (1996) identify the national
competitiveness is “the degree to which it can, under free and fair market conditions, produce goods and
services which meet the test of international markets, while simultaneously maintaining and expanding the
real incomes of its people over the long term.”

The regional competitiveness is related to how the industry competes with neighboring rivals by attracting
investment from foreign, private and public capital, creating innovation environments by skilled employees,
entrepreneurs and creative workers and facilitating the technological development (Porter, 2003). After the
removal of alcoholic duties in June 2008, wine imports surged around 80% in the first year. Compared with
2007, the wine-related business has increased by over 30% and the number of employees engaged in
wine-related business increased by more than 5,000. In 2012, the imports of wine have reached HKD 8.1
billion, a four-fold increase compared to 2007 (HKTDC, 2013). It followed that the HKSAR government
organized various activities and implemented policies to develop Hong Kong into a wine trade and
distribution centre

L. Developing the first free wine port among major economies. The Hong Kong SAR Government has
announced that duties on wine, beer and alcoholic beverages (except spirits) were exempted in June
2008. Abolition of wine duty will facilitate Hong Kong position as the premier wine destination in the
world and encourage high-value wines to be traded and purchased in Hong Kong. To facilitate the city as
the first ‘free wine port’ of the Asia-Pacific region, the HKSAR government has signed cooperation
agreements with 13 major wine-producing countries, such as, France (including Bordeaux and Burgundy
regions), Spain, Australia, Italy, Hungary, New Zealand, the USA (i.e., Washington and Oregon States),
Portugal, Chile and Germany in 2013. Through agreements, Hong Kong could undertake a leading role
in organizing wine business activities in Asia Pacific region pertaining to wine-related trade, investment
and tourism and providing good business matching opportunities.

Il.  Establishing marketing efforts. In order to promote Hong Kong as Asia’s wine trading and distribution
centre, The Hong Kong Trade Development Council (TDC) has organized the first Hong Kong
International Wine Expo in August 2008. This provides an opportunity to create a one-stop platform for
exhibitors and buyers to meet and explore business opportunities in the emerging markets of Asia and
the Chinese mainland. Hence, it could create and retain Hong Kong as a cosmopolitan flair in the world.
To enhance reputation and enlarge networks with different Chinese provinces, Hong Kong wine logistics
providers have participated and collaborated with Chinese wine exhibitors in different types of wine
trade fair and exhibition per year. For instance, the China Food & Drinks Fair (CFDF); China
International Wine and Spirits Exhibition; China (Guangzhou) International Wine Fair; Shanghai Wine
Festival; International Exhibition of Food & Drink, Hotel, Restaurant & Food Service Equipment,
Supplies & Services (HOFEX), to name but a few.

1. Strengthening wine education. In recent years, Hong Kong has opened several wine centers, societies,
clubs and schools to provide trade-qualified and accredited training. With a more formalized,
professional educational system, a strong foundation and a sustainable base for a wine industry can be
established. The number of wine-related professional courses grew from 21 in 2007 to 86 in 2009. The
number of participants in these courses has reached over 8,500 in 2009, as well as over two times as
compared with about 2,400 participants in 2007 (HKTDC, 2013). Furthermore, the Hong Kong wine
industry creates innovation environment with over 2,000 knowledgeable wine liquor license holders as
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well as training several sommeliers, wine journalists, wine logistics specialists, viticulturists and other
wine stakeholders. The high-skilled and well-trained labor could contribute to the sustainable
development of wine industry.

IV. Developing wine investment tools. Hong Kong encourages the development of wine investment tools to
offer competitive investment options including wine investment funds, wine futures and wine auctions
for Hong Kong and Asian investors. As there is free flow of capital, it can attract enterprises do the
investment in Hong Kong wine industry. In addition, Hong Kong can attract the private banks and wine
auctions to offer wine investment funds. It is forecasted that the demand for wine investment by Asian
investors will amount to US$500 million by 2012 and reach at US$970 million by 2017.

V. Promoting wine fairs or wine exhibitions with low cost inventory buffers in Hong Kong. Wine is a risky
business. The quality of wine is determined by temperature, humidity, light, and shock. The wine,
especially for fine wine would face a high risk in wine fairs or exhibitions due to insufficient wine
storage facilities, low demand and shrinkage costs. Thus, the wine trading firms could conduct
comprehensive research in wine market demand before exhibition. To reduce the risk, we suggest that
wine trading firms consider placing wine order either “less quantity with more assortment” or “large
quantity with fewer assortments”.

VL. Creating express delivery services for wholesalers. Hong Kong requires promoting the emergence of
Hong Kong based distributors for Asian market. Wine logistics service company could provide an
express delivery services to deliver the wine from Hong Kong to Asian regions within 24 hours. To
facilitate the efficient wine delivery service, Hong Kong wine logistics service company collaborate with
logistics parties in different regions so as to provide the “last mile” distribution service. Flexibility with
quick response is the first mover advantage in the dynamic business environment.

VIL. Creating a trademark of Hong Kong traders using reefer containers. Hong Kong traders use reefer
containers to deliver the wine so as to achieve higher customer service level, take care of wine during
transport and storage, as well as maintain integrity attitude. As a result, Hong Kong wine traders could
build up unique trademark to provide customer confidence and simplify wine customs inspection
procedure.

6. Conclusion

This paper discusses the development of the wine industry and wine logistics in Hong Kong. In the coming
years, the development of a wine trading and distribution centre not only generate direct benefits to Hong
Kong’s economy, but also bring indirect benefits from higher demand of linked businesses including storage,
trade shows, educational programs, tourism, advertising and promotion, management and consulting services
(Hong Kong Trade Development Council, 2013). In this paper, we apply the concept of agility to critically
assess Hong Kong’s potential evolution into a world-leading centre for wine trading and distribution. To deal
with this situation, we provide practical recommendations for the Hong Kong wine industry to encounter the
competition and grasp the feasible opportunity in the external environment. They include developing the first
free wine port among major economies; Developing wine investment tools; Strengthening wine education;
Establishing marketing efforts; Promoting wine fairs or wine exhibitions with low cost inventory buffers in
Hong Kong; Creating express delivery services for wholesalers; and creating a trademark of Hong Kong
traders using reefer containers are the key determinants to foster Hong Kong as the well-recognized global
wine trading and distribution centre. Accordingly, it will give Hong Kong the ‘first mover’ advantage and
gain sustainable competitive advantage.

This study is one of the pioneer studies to discuss and analysis on the wine industry, particularly in Hong
Kong. It not only explores the internal and external situation of wine industry in Hong Kong, but also applies
the concept of agility to identify the key elements of strengthening the role of Hong Kong as a world-leading
wine trading and distribution centre and how Hong Kong wine industry utilizes their inherent resources and
enhances capabilities to compete with neighboring competitors. Further research is required to carry out a
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large-scale longitudinal study in the other countries so as to generalize our findings, and this paper has
certainly offered a solid foundation in serving this purpose.
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Abstract

Competition between airline and high-speed rail (HSR) has been an active research area for years. One
emerging issue that has received relatively little attention is the implications of cooperation between these two
sectors or when these two sectors become complement to each other. Cooperation or integration, in the current
context, refers to the situation at which an airline uses the HSR to provide continuing short-distance services
from a hub to a final destination (a spoke) in its network. We study the cooperation between the airline and the
HSR sectors by formulating their joint profit maximization problem using the multinomial logit choice model
in a three-node setting. In the three-node setting, the flight connecting a pair of origin (an oversea city for
example) and a domestic destination is through a domestic hub. Between the hub and the final destination,
there are two choices of transportation modes available, i.e. HSR and airline. The demand for each choice is
not only a function of its price but also its service quality, such as total trip time, frequency of services and
easiness of connecting from the hub to a nearby HSR station. We have the following preliminary findings in
the paper. First, compared to the competition case, the market share of the HSR would increase in conjunction
with a decline of the market share of the air travel mode. The joint profit earned by the air and the HSR
sectors will be higher as the service quality that jointly offer to customers by the two sectors is improved in
the cooperation case. Second, if the share of the HSR in the competition case is greater than the travel by air,
its market share will also be greater than the air travel mode when the cooperation of the two sectors occur.
Finally, our numeric results suggest that there is a positive gain of the social surplus when the cooperation
takes place, and the size of the social surplus increase is positively associated with the improvement of the
service quality provided by the air-HSR cooperation. The policy implication from our work is that the benefit
of possible air-HSR cooperation should be accounted for when planning for future HSR routes.

Keywords: Integration;, Competition; Airline; High-speed rail; Multinomial logit model.

1. Introduction

Traditionally, with the increase of its speed, HSR (High Speed Rail) has become one of most efficient way to
commute between a pair of origin and destination whose distance is apart for less than 1000km or traveling
time is less than 1.5 hours (Janic 1993, Rothengatter 2011, Givoni, 2005). In this view, HSR is a de facto
competitor of the airline as it substitutes the service which otherwise will be provided by the airline. For
example, with the introduction of a HSR in Taiwan in 2007 linking a largest cities Taipei and Kaohsiung
(apart by 248 km), the domestic airline industry has experienced a significant drop in market share and profit
loses (Jeng and Su 2013). However, as alluded to by Givoni and Banister (2006), the relationship between
airline and HSR is far from pure competitors. In particular, they argue that the existence of HSR can
complement to the airline industry by providing services from a node within an airline network to nearby
cities. In fact, this HSR-airline “cooperation” is especially economic desirable for hub-spoke types of network
which one commonly seen in most countries. With most airport located distance from city centers, the
integration of HSR with local train network can further enhance the benefit associated with HSR-airline



cooperation. Other oftenly cited benefit of HSR-airline cooperation include environmental benefit associated
with CO2 emissions (Givoni 2007).

As HSR-airline cooperation remains to be a relatively new concept, there are only a limited number of cases /
routes that such cooperation is actually implemented, most of which can be found in Europe Continent. One
example is the air-rail services provided by Lufthansa and Deutche Bahn that link the airline hub Frankfurt to
nearby cities, including Stuttgart, Cologne and Bonne. Those three cities are located between 130 and 150 km
from Frankfurt with commuting time between 38-65 minutes. Everyday, the number of trips from Frankfurt to
Stuttgart, Cologne and Bonne is 23, 43 and 27, respectively. Passengers traveling from a origin to one of these
three cities were provided with a combo ticket, which includes an airline ticket to Frankfurt as well as a HSR
ticket from Frankfurt to the final destination. Such cooperation provides two obvious benefits. First, luggage
will directly be delivered to the final destination, thereby passengers could avoid the hassles of retrieving
luggage in airports as well as inconvenience of carrying them during their transit. This could also limit the
possible time-delay caused by luggage transit when the airport crew need to take care a large volume of
luggage during rush hours. Second, HSR in these three cities is integrated with local train network, therefore
eliminating the need for connecting to other forms of ground transportation.

While airline-HSR cooperation is seemingly appealing, its actual implementation is subject to a number of
practical challenges. Perhaps the most important one is the fact that airline and HSR are owned by separate
entities, who are operated under different objectives and “institutional”. Traditionally, they see each other as
rivals and compete for the same consumers. In fact, with Tokyo’s successful bid for hosting 2020 summer
Olympics, discussions have been underway to use Shizuoka airport as a hub through which passengers from
other countries could visit Tokyo and Osaka during the events. The plan serves for two purposes. One is that
two major airports serving Tokyo area, Narita and Haneda, have already constrained by their capacity during
busy seasons. Any further demand during the event would likely push their operation over the limit, leading to
possible transportation traffic fiasco. Second, in fear of possible disruptions caused by earthquakes or other
natural hazards, this airline-HSR cooperation provides a much needed alternative to ensure reliable
transportation during the events. Yet, even if it is only at its initial discussion phase, confrontation has been
raised by two involving entities: JR (Japan Railway Company) and Shizuoka prefecture. In particular, JR
argued that it is engineering challenging and technically impossible to construct an underground facility under
the current location of Shizuoka airport to serve the intended purpose of linking airport to ground
transportation HSR network. This highlights the difficulty of the government if its intention is to rely on the
two parties to voluntarily engage in a health discussion for possible HSR-air cooperation.

Another possible explanation of why there is only little HSR-airline cooperation in practice is that the benefit
and trade off of such type of cooperation is not well understood. Competition between airline and HSR
industries has been an active research area for years (e.g. Park and Ha 2006, Adler et al. 2010, Yang and
Zhang 2012, Behrens and Pels 2012, Gonzalez-Savignat 2004). In particular, two papers conclude that
introduction of a new HSR would have a negative impact on the airline industry by decreasing its market
share (Gonzalez-Savignat 2004 and Park and Ha 2006). Alder et al. (2012) developed a fairly complete game-
engineering model and concluded that EU could benefit from airline-HSR cooperation. Yang and Zhang
(2012) studied the competition these two sectors by formulating the objective of HSR as a weighted sum of its
profit and social surplus. The paper shows that increase the weight on social surplus would lower the price of
both HSR and airline, thereby benefitiy consumers. This is not a surprising result as the HSR sector includes
consumer surplus as its objective. The paper then conducts comparative statics analysis on airport access time,
rail speed and other factors. Finally, an empirical study by Behrens and Pels (2012) focuses on London-Paris
market and finds that there was intensive competition between airline and HSR. The paper further identifies
that frequency, travel time, and easiness to connect to other network are the keys, which determine travelers’
preference. On the other hand, literature on the cooperation between these two sectors is relatively thin (Jiang
and Zhang 2014, Givoni and Banister 2006, Cokasova 2006, Socorro and Viecens 2013). Two papers, which
are most relevant to our papers, are work by Socorro and Viecens (2013) and Jiang and Zhang (2014). Both
papers use a simplified three-node network in which an origin city (a foreign city for example) is linked to a
final domestic destination through a domestic hub and consider the cases whether the airport is capacity
constrained or not. However, Socorro and Viecens (2013) applied a prescribed rule to ration airport capacity
when there is a shortage in capacity. In contrast, Jiang and Zhang (2014) endogenizes the decision of
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allocating scarce airport capacity between different markets. The paper further analyzes the impact of
economies of traffic frequency, vertical differentiation between nodes, price elasticity and heterogeneous
passenger types on the market outcomes. In a way, the framework developed by Jiang and Zhang (2014) is
more complete and allows for considerations for other factors, which have practical relevance to consumers’
preference.

Our paper also relies on a simple three-node network to examine the market outcomes of airline-HSR
cooperation considering airport capacity. However, our work is different from Jiang and Zhang (2014) and
Socorro and Viecens (2013) in a number of ways. First, we deploy a multi-nomial logit model to represent
consumers’ travel demand. Thus, compared to Jiang and Zhang (2014), we allow the factors that are crucially
for determining the demand for different transportation modes, such as frequency, travel time, cost, time to
airport or HSR station, conformability, to affect the demand nonlinearly. In other words, our approach does
not require the marginal effect of these factors on the demand to be constant. Second, with the way we model
the demand, the paper allows “non purchase” as an outside option to be available to consumers. That is, when
their maximum willingness to pay is less than the cheapest ticket prices, they can decide to cancel the trip.
Therefore, our model can more appropriately reflect the decision making process of consumers. Without
“non-purchase” option, the analysis might over-estimate the market share of both transportation modes.

2. Notations

Following Jiang and Zhang (2014), we consider a network structure in which there are three cities (A, B and
H) with inter-city transport services, AH and HB, being offered on only two links (see Figure 1). AH is
operated only by an air sector while HB is served by both the airline and a high-speed rail (HSR) operators. In
addition, the air carrier serves the AB market using a hub-and-spoke strategy with H as its hub. That is, there
is no direct flight service in the AB market.

Air

A B
Fig 1. Three cities network

Let M; be the number of potential customers in the market i where i = 1,2,3 indicate markets AH, HB and
AB, respectively. It represents the city’s population or annual number of passengers from the city. Subscript j
represents transportation mode, in which j = a is the air service and j = r is the HSR service. We define the
set of services in the market i as JV;. In the market 1 and 2, we have V; = {a} and IV, = {a, }, respectively.
In the market 3, the services differ between the competition and cooperation cases, and will be described in
detail.

Let f; j is the price of the transportation mode j in the market i, and f; be the vector of the prices in the market
i. Here, we assume that the both sectors sell a single fare class and do not consider the discount fares. The
consumer utility function for the service j in the market i is defined by

Ui,jzbi,j_ﬁifi,j-{_ei i=1,2,3,jENi ([)

Ui,O = Ui, i = 1,2,3, (2)

where u; ¢ is the utility for non-purchase choice, and b; ; is determinate parts of utility is depending on
observable attributes of alternative j. The non-purchase customers select neither airline nor HSR. A common
assumption of the b; ; is the linear-in-attributes model b; ; = BTxi, j» where B is a vector of parameters, and
X;; is a vector of attribute values for alternative j in market i such as travel time, frequency and measures of
quality and etc. Thus, we refer to b; ; as service quality in the rest of this paper. We assume that the € is i.i.d.
random variables with a double exponential distribution with cumulative density function F(x) =
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X
exp {—e (#ﬂ/)}, where y is the Euler’s constant, and u is a scale parameter. The mean and variance of € are 0

and ,uznz /6, u > 0, respectively. The probability that customers in the market i select a service j is given by
1
=(bij=Bif i)
eu
Upj) = )

Lj L)
Yjen; €* te#

P j(f) =P(U;; = jemax

The probability of the non-purchase is given by
Ui0
e @
Pio(f) = P(Uio = jer]\r}iéb)%o} Ui’j) B l(bij—lﬁ’ifij) io
jen; €8 " Ttek

The cost of the service j in the market i, C; ;(+), consists of the proportional and fixed costs:
Ci’j(X) :ci’jx+li’j,i: 1’2’]'6]\/‘1,' (5)

In addition, we define the proportional cost in the market 3 as ¢3 , = €14 + €34 and €3 g0 = €14 + Co -

3. Air-Rail Integration Model without Airport Capacity Constraint

In this section we represent the air-HSR competition and cooperation cases in section 3.1 and 3.2, respectively.
3.1 Competition Case

In the competition case, the air and HSR sectors compete in the route HB, and the air sector is a monopoly in
the market i = 1 (AH) and i = 3 (AB). Thus, the set of available transportation modes in the markets is
N, ={a}, NV, = {a,r} and V3 = {a}, respectively. Using the choice probability defined in equations (3) and
(4), the expected demand for mode j in market i is calculated as the product of the market share and the
probability. That is, d; ; = M;p; ;.

The airline’s profit is then given by
6
Ua (f) = Z fi,adi,a - Cl,a(dl,a + d3,a) - Cz,a(dz,a + d3,a)' ©)
i

where f = (f1,4, f2,a> f3,a» f2.+), @ vector of ticket prices in the markets. The airline’s maximization problem is
given by
Va = maxv, o2 (7)

a

where f, = (f1,a:fz,a»f3,a)- The HSR’s profit is given by
VUr (fz) = f2,rd2,r - CZ,r(dZ,r): (8)

where f, = ( f2,a fz,r)- Thus, the HSR’s maximization problem is given by
Vr = maxv,(f2), ©)

Using the Lambert W function, we can obtain a closed-form expression for the market share, optimal price
and total profit for both sectors (details are available upon request due to page limitation). The following
proposition summarizes the effect of the service quality on the market share, optimal price and total profit.

Proposition 3.1
(i)  For each sector j € IN;, the market share p; ; and optimal price fl*j are increasing in the service quality
b; ;.
J

87



(i) The non-purchase probability p; , is decreasing in the service quality b; ; for j € IN;.
(iii)  The maximal profits of the airline V; and the HSR V, are increasing in the service qualities b; , and
b, ., respectively.

This proposition is intuitive. An increase in the service quality of the sector in each market rises its market
share and reduces the non-purchase probability. As customers value service quality, an increase in service
quality also implies that they are willing to pay more, leading to a high optimal prices. Since the demand and
price increase as the service quality increase, the profit of the both sectors increases.

Next, we show the relationship of the market share and optimal price between the air and HSR in the
competitive market. We define the difference between the service quality and the proportional cost as a cost-

adjusted service quality defined by Ei, j = bij— Bici;.

Proposition 3.2

In the market 2 which is between H and B, we have following findings.

(i) The optimal price fy ; for j € N does not depend on the competitor’s service quality by fork # j €
N,.

(ii) Thze market share p; ; is decreasing in the competitor’s service quality by y for k # j € N5,

(iii)  If the cost-adjusted service quality of the air sector is greater (less) than that of the HSR sector Bi_r <
(2)by g, then the market share of the air is greater (less) than that of the air, 3, < (2)p3.q4-

The interpretation of the proposition is mostly intuitive but might also need some further explanation. Part (i)
gives that the relationship between the optimal price and the rival’s service quality. In the equilibrium, the
price is not affected by rival’s service quality. However, as we can see in part (ii), it is not the case for market
share. The part (ii) implies that the market share of air (HSR) sector decreases as the service quality provided
by the HSR (air) increases in the market 2. By the proposition 3.1 (i), the market share of the air (HSR)
increases as its service quality increases. Since the air (HSR) sector does not respond to the change of the
rival’s service quality by part (i), its market share decreases by increasing the rival’s market share. From part
(ii1), the relationship between the market shares of the both sectors depend not only the service quality but also
their proportional costs, because the proportional cost affects the optimal price.

Follow Small and Rosen (1981), the consumer surplus can be expressed as follows;

Xp. —BiF: Uio0
S(f) = E Miﬁlog E eubuimBifi)) L 7t
- i
L

JEN;.

(10)

We define the consumer surplus in competition case as S = S(f™).

Proposition 3.3
The total consumer surplus S is increasing in the service quality by ; .

While the optimal price is increasing in its service quality as alluded to in proposition 3.2, the total consumer
surplus increases with the service quality. This is owing to the fact that the rate of change of service quality is
greater than that of optimal price with respect to the service quality.

The social welfare is defined as the sum of the total consumer surplus and total profits from air and HSR

operators:
WC=SC+VC+Va' (11)

From propositions 3.1 (ii) and 3.3, we can easy to see that the social welfare is increasing in the service
quality.
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3.2 Cooperation Case

In the cooperation case, the air and HSR sectors make decisions jointly to maximize their total profit. The
HSR not only operates in the market i = 2 (HB) but also in the market i = 3 (AB). Thus, customers who
travel from A to B can then have choices between the airline (j = a) and HSR (j = ar) in the route HB,
N3 = {a, ar}. We refer to the air-rail service as “ar”. Customers in market i = 1 face the same decisions as
section 3.1.

The joint profit of HSR and air is given by
12
va(far) = Z z fi,jdi,j - Cl,a(dl,a + d3,a + d3,ar) - CZ,a(dZ,a + d3,a) ( )
i JjEN;
- Cz,r(dz,r + d3,ar);

where V; = {a}, Ny = {a,7}, N5 = {a,ar} and f 4 = (f1,0 fZ,a' faa fo,r f3,ar)-

Therefore, the joint maximization problem of the sectors is given by
Var = nflax Var (far)- (13)

ar

Next proposition provides the impact of the service quality in the markets 2 and 3 on the market share,
optimal price and total profit. Since the route AB (i = 1) in this instance is with the same setting as the
competition case, the properties in the proposition 3.1 hold for i = 1. Thus, we consider the markets 2 and 3
except part (iii) in the following proposition.

Proposition 3.4

For the service j € N in the market i = 2,3, we have following properties.

(i)  The market share Py is increasing in its service quality by j, and is decreasing in its partner’s service
quality by, for j # k € NV;.

(ii)  Optimal price fl*j is increasing in its own service quality b; j and the partner’s service quality b;
forj + k €N,

(iit) Maximum total profit V- is increasing in the service quality b; j for j € Nyand i = 1,2, 3.

o

Part (i) suggests the market share is positively affected by its service quality but negatively by its partner’s
service quality. The practical implication is that if the connection between the airport and HSR station is
improved, then the increase air-rail market share could relieve airport congestion and reduce the
environmental pollution in the domestic route (HB). The part (ii) implies that the optimal price of own sector
is increasing in its service quality, through the increase in market share. Although the market share of own
sector decreases with better partner’s service quality, the impact is outweighed by that of its own service
quality, leading to an increase in the optimal price. (i)-(ii) jointly suggests that the joint profit is positive
related to overall service quality.

Next proposition shows that the comparison of the market shares and optimal prices between the both sectors
in the markets 2 and 3.

Proposition 3.5.

(i) In the market 2, if the cost-adjusted service quality of the air is greater (less) than that of the
HSR Bz,r < (Z)Bz_a, then the market share of the air is larger (lower) than that of the HSR, P, < (=
B

(ii)  In the market 3, if the cost-adjusted service quality of the air is greater (less) than that of the air-
rail BS,ar < (2)33@, then the market share of the air is larger (lower) than that of the air-rail, p3 o, <

(2)P3,0-
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(iii)  In the market 2, if the proportional cost of the HSR is less than that of the air c;, < C, 4, then the
optimal price of the HSR is lower than that of the air, fz*,r < fz*,w In addition, the difference between the
prices is equal to the difference between the proportional costs, |C;,q — C3 |-

(iv) In the market 3, if the proportional cost of the HSR is less than that of the air c;, < ¢, 4, then the
optimal price of the air-rail is lower than that of the airline f;ar < f;a. In addition, the difference
between the prices is equal to |c; g — Co 1|

Parts (i) and (i1) summarize the impact of service quality and the proportional cost on the market share in the
competitive route. In particular, part (ii) indicates that improvement in the accessibility between the airport
and station (or bg 4, increases) results in an enlargement of the market share of air-rail. The parts (iii) and (iv)
show that the relationship between the optimal prices of HSR and air is dependent upon the proportional costs
for both sectors. Since the air-rail price is lower than the air price in the market 3, the more price-responsive
customers would select HSR in the domestic route (HB).

Next, we only compare competition and cooperation cases for the market i = 2, 3 because the market 1 is not
affected by cooperation.

Proposition 3.6.

(i) In the marketi = 2,3, the optimal price in the cooperation case [, j € Nj, is higher than that in the
competition case fi ;. A

(ii)  In the market 2, if the cost-adjusted service quality of the HSR is greater than that of the air, by, =
Bz,a, then the market share of the air sector in the market 2 decreases compared to the competition
case, P g < D2.a-

(iii) In the market 3, the market share of the airline in cooperation case is lower than that in competition
case, P34 < D3 -

(iv)  In the market 2, the proportion of the market share of the HSR to that of the air sector in cooperation
case is higher than the proportion in the competition case: 1 < p3 /P2 4 < D3+/D3.a-

(v)  Reversely, the proportion of the market share of the HSR to that of the air sector in competition case is
larger than the proportion in the cooperation case: Py /P2 q < P2r/P2.a < 1.

Since the HSR and air sectors are monopoly in cooperation case, as shown in part (i), the optimal prices in the
markets 2 and 3 increase compared to the competition case. Part (ii) implies that the market share of the air is
reduced by the cooperation when the cost-adjusted service quality of the air is lower than that of the HSR. If
the condition of the cost-adjusted service quality does not hold, then these effect on the market share is
ambiguous in air-HSR. Part (iii) suggests that the market share of the air sector in the market 3 decreases
compared to the competition case. Thus, the market share of the HSR would increase in conjunction with a
decline of the market share of the air travel mode. The part (iv) shows that if market share of the HSR is larger
than that of the air sector in the competition case, p; ;, < p;,, then the HSR share is also larger than the air
share in the cooperation case p; ;, < P ,. In addition, the difference of the share between the HSR and the air
sectors becomes large compared to that of the competition case, p3 ,/P2.q < P2,/P2,4- In the short-medium
range market, the market share of HSR is typically larger than that of air in competitive situation. This result
suggests that if the cooperation takes place in such market, then the HSR share is further expanded compared
to the air share. Thus, the cooperation is effective to relieve airport congestion in such market. Contrary to the
part (iv), the part (v) implies that if the market share of the air sector is larger than that of the HSR in the
competition case, p; » < P34, then the share of the air sector in the cooperation case is also larger than the
share of the HSR, p ;- < P 4. In addition, the difference of the share between the HSR and the airline become
large compared to competition case, 3 /P2 4 < D3+/D3,q- In the long-range market, the air share outpaces the
HSR share. Thus, this result implies that even if the cooperation takes place in the long-range market, the HSR
share does not increase. Therefore, the cooperation should be implemented in the short-medium range market.

The total consumer surplus in cooperation case is defined by S; = S (f*)where S is given by equation (10).
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Proposition 3.7
The total consumer surplus Sy is increasing in the service quality b j, j € N;, i = 1,2,3.

For the same reason with the competition case in proposition 3.3, the consumer surplus increases as the
service quality increases. The social welfare is defined by the sum of the consumer surplus and the total profit:
WI :SI+VCI,T' (]4)

Similar with the competition case, by proposition